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Two-Phase Vessel Slowdown of an 
Initially Saturated Liquid-
Part. 1: Experimental 
Experimental blowdown results for initially isothermal, saturated water from a 
small pressure vessel containing internal geometry are presented. This experiment 
simulated a break in a large duct of approximately three diameters in length which 
exited from the vessel. Choking only occurred at the exit of the discharge duct, and 
the instantaneous internal vessel pressure distribution was nearly uniform. Most of 
the fluid within the vessel immediately after the initiation of the blowdown became 
superheated liquid. This thermodynamic state together with the activated wall 
cavities inside the vessel maintained a nearly constant internal vessel pressure 
history early in the blowdown. However, in the latter stage of the depressurization, 
the remaining fluid within the vessel was essentially in thermodynamic equilibrium. 
A nonuniform distribution of fluid quality within the vessel was also detected in this 
experiment. In addition, this experiment illustrates that transient, two-phase, 
critical flow in large diameter ducts is similar to steady, two-phase, critical flow in 
small diameter ducts. 

1 Introduction 
The critical flow problem which is an integral element in the 

compressible blowdown phenomenon has been studied by 
many investigators [1-17]. The two phase critical flow from 
high pressure-temperature systems has been studied primarily 
in the steady-state case. However, some transient, two-phase 
critical flow work [7, 11, 18-26] has also been performed. The 
two-phase blowdown phenomenon is a subject of great in
terest to both the chemical and power industries. It is par
ticularly pertinent to fossil-fuel fired, steam-water boilers and 
pressurized and boiling water nuclear reactor systems. It is 
also applicable to railway transportation of saturated and 
subcooled liquids [27]. The critical flow rate at a break in such 
a system is the controlling flow mechanism for most of the 
decompression. Hence, the critical flow phenomenon is an 
essential element in the analysis of the blowdown transient. 

It has been shown [11] that the nature of the two-phase 
decompression phenomenon is strongly affected by (J) the 
configuration of the blowdown vessel, (if) the internal 
geometry within the vessel, and (Hi) the break location from 
the vessel. There has been considerable large-scale blowdown 
experimentation [11, 18-24, 26] primarily directed toward 
resolving this issue in light water nuclear reactor safety. A 
variety of vessel and exhaust duct arrangements have been 
employed, and the decompressions have been initiated from a 
spectrum of initial conditions. This particular study has 
considered a break in an "inlet line" to such a nuclear reactor 
vessel, and this was experimentally modeled with the ap
paratus illustrated in Fig. 1. A pipe break at this location in 
such a system has been considered to create a "worst case" 
blowdown for primarily two reasons: 

1 The fluid entering the vessel is at a lower total tem
perature than the exiting fluid. Hence, the critical flow rate 
from an inlet duct is greater than from an outlet duct. 

2 A break in an inlet line requires the core flow to stagnate 
and reverse flow direction in order to exhaust from an inlet 
duct. This flow stagnation and subsequent reversal may 
significantly decrease the heat transfer from the core during 
this period. 

In the past, it has often been assumed in analyzing the two-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
12, 1982. 

phase decompression of such a system that the instantaneous 
pressure distribution inside the blowdown vessel is nearly 
uniform. Thermodynamic equilibrium of the remaining fluid 
has also been often assumed from the initiation of the 
blowdown. The fluid quality inside the vessel has been 
considered to be the isentropic quality in the absence of 
significant heat transfer. The two-phase critical flow 
phenomenon has also been assumed to be primarily the same 
in the transient, large duct case as in the steady-state, small 
duct case. This permits the models which have been verified 
against the steady-state, small duct data to be applied in the 
transient, large duct case as well. Metastable thermodynamic 
states have also been shown [11, 21, 28-31] to exist at the start 
of decompression from both saturated and subcooled liquid 
conditions. Choking inside the blowdown vessel and also at 
the break from the system is also possible under proper 
conditions. In reviewing the literature, these were then some 
of the salient questions on this topic which deserved further 
study. Hence, the foregoing questions served as the foun
dation upon which this study was formulated. 

In view of the preceding discussion, the objectives of the 
experimental portion of this investigation [11] were to 
determine: 

1 The effect of internal flow area changes on the possibility 
of choking occurring within this system 

2 The effect that metastable thermodynamic states, 
primarily superheated liquid, have on the decompression 
sequence 

3 Whether transient, two-phase critical flow in large 
diameter ducts is sufficiently similar to steady-state, two-
phase critical flow in small diameter ducts to justify being 
modeled in a similar manner 
Hence, the objective of this article is to briefly summarize the 
results of the experimental portion of this study and to 
support the major findings of the same. 

2 Experimental Apparatus 

The apparatus employed in this experiment was a cylin
drical vessel with a volume of approximately 0.153 m3 (5.40 
ft.3) as illustrated in Fig. 1. It had an attached duct which was 
0.108-m (4.257-in.) i.d. and about 0.330-m (13-in.) long, 
(LID = 3). This simulated a typical broken inlet duct in a 
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Fig. 1 Schematic of the apparatus employed in this blowdown ex
periment 

pressurized water, nuclear reactor system. A set of two 
rupture disks was employed at the end of the exhaust duct to 
contain the fluid during heatup, and they were also used to 
initiate the decompressions when the desired thermodynamic 
conditions were established. The vessel also contained in
ternal geometry in the form of a skirt, Fig. 1, which simulated 
the core barrel in a nuclear reactor vessel. For an inlet line 
break, the core flow is required to stagnate, reverse, and 
exhaust up the downcomer annulus and out the broken inlet 
duct. 

The vessel was instrumented with two load cells and various 
pressure taps and thermocouples, as illustrated in Fig. 1. One 
of the two load cells measured the weight of the remaining 
fluid within the vessel, and the other one measured the thrust 
produced during the blowdown. Both the weight and thrust 
sensors were 4448 N (1000 lbf) Statham, unbounded strain 
gage transducers. The total suspended weight of the fluid and 
vessel when full of 294 K (70°F) water was approximately 
2224 N (500 lbf). The maximum thrust produced in this ex
periment was about 31 KN (7000 lbf), and this was sensed as 
3.1 KN (700 lbf) through the 10 to 1 reduction ratio lever arm. 
The vessel was also instrumented with 15 static pressure taps. 
All of these taps were 2-mm (1/16-in.) dia, with the exception 
of two taps near the end of the exhaust duct, Pu and P15, 
which were 1-mm (l/32-in.)-dia taps. Six-mm (1/4-in.) o.d., 
5-mm (0.183-in.)-i.d., stainless steel tubing connected each of 
the pressure taps to an individual pressure transducer. All the 
pressure transducers were at atmospheric conditions. They 
were all Statham, strain gage, diaphragm transducers, and 
their ranges were from 0-4.24 MPa (0-600 psig) to 0-17.2 
MPa (0-2500 psig). The smaller range transducers were used 
to measure the pressures of greatest importance. The hard 
lines connecting the pressure taps and transduces were filled 
primarily with water during the blowdown. The longest 
connecting hard line was 1.12-m (44-in.), and the response 
time of this line and transducer was about 0.3 ms. This was 
well within acceptable response for the purpose of this study. 
There were also 14 chromel-alumel thermocouples employed 
in this system. Four of these thermocouples were located 
inside the vessel to measure the local fluid stagnation tem
perature (Tu T2, T-i, r8), and these were 2-mm (1/16-in.) 
o.d. sheathed thermocouples, Fig. 1. The remaining 10 
temperature sensors were 24 gage, bare wire thermocouples 
welded onto the exterior wall of the vessel. All the preceding 
measurements were recorded as analog signals with the ex
ception of the 10 bare wire thermocouples. 

3 Discussion 

3.1 Calibration Test. A calibration run was performed 
before executing the reported two-phase tests to ensure the 
instrumentation was performing properly. The primary 
concern was with the weight and thrust measurements because 
of their importance in this study. The exhaust flow rate was 
determined by differentiating the weight decay measurement, 
and the thrust measurement also had to be verified. Thus, a 

A = 
C = 
c = 

D = 
F = 
G = 
h = 
K = 

k = 
m = 
m = 
P = 

7P8 = 

R = 
s = 
T = 
t = 
u = 
V = 

X = 

flow area 
concentration 
specific heat capacity 
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force, thrust 
mass flux, ml A 
specific enthalpy 
Henry's concentration 
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slip ratio, uv/uL 
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mass flow rate 
pressure 
average internal vessel pressure 
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temperature 
time 
flow speed 
specific volume 
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(0) = time zero 
a = void fraction 
7 = ratio of specific heat 
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•q = throat pressure ratio (P,/P0 or 
P,/PT,e) 

p = fluid density 
a = surface tension 
T = arbitrary time 

Subscripts 

a = ambient, activation 
b = bubble 
c = critical or choked 
d = deactivated 
E = thermodynamic equilibrium 
e = entrance 
/ = final 
g = noncondensible gas, 

superheated vapor 

h 
IS 

i 
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I 
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0 
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s 
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T 

t 
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VL 
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1 

2 

= 
= 
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constant enthalpy 
internal skirt 
initial 
saturated liquid 
subcooled liquid 
maximum 
stagnation 
constant pressure 
constant entropy 
saturation 
total, total thermodynamic 
property 
throat 
saturated vapor 
constant volume 
saturated vapor minus liquid 
thermodynamic property 
exit 
upstream location, thermo
dynamic state 
thermodynamic state 
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calibration blowdown was virtually required to validate these 
measurements. Such a calibration was performed by filling 
the vessel with 293 K (68°F) water while only leaving a gas 
space inside the upper region of the internal skirt, Fig. 1. This 
gas space was then filled with nitrogen gas. This gas then 
acted against the virtually incompressible water to motivate 
the blowdown after the rupture disks were broken. The an-
nulus was initially full of water in this configuration, Fig. 1, 
and the density of the fluid at the exit of the exhaust duct 
during the blowdown was well known. This enabled a check to 
be performed on the consistency of the exhaust flow rate. It 
was evaluated in three ways: (/) from the measured remaining 
weight of fluid, (if) the measured thrust, and (Hi) the measured 
total pressure at the entrance to the exhaust duct. The pressure 
and temperature instrumentation were not really suspect; 
hence, little effort was directed at them. 

The validity of the remaining mass signal was also checked 
against the predicted thermodynamic extremes of the ex
pansion of the driving nitrogen gas (adiabatic and isother
mal). The measured mass followed the isentropic prediction 
of the nitrogen expansion much more closely than the 
isothermal prediction particularly at the beginning of the 
blowdown. The measurements diverged somewhat from the 
isentropic prediction later in the decompression because of 
heat transfer from the entrained water droplets to the ex
panding and cooling nitrogen gas. Hence, the remaining mass 
measurements were bracketed by the extremes of how the 
nitrogen gas could have expanded during the decompression. 
Thus, the measurements were considered realistic. The thrust 
and internal vessel pressure also were analyzed in the same 
manner, and similar results were determined. Thus, all the 
measurements appeared to be realistic and consistent with 
each other. 

The consistency of the measurements of remaining mass, 
thrust, and the total pressure at the entrance to the exhaust 
duct were checked in the following manner. This was ac
complished by translating the foregoing measurements into a 
flow rate. The flow rate determined from the measured 
remaining mass is given by 

„ 1 dm 
G= - -r- (1) dt 

That from the thrust is 

G = ^FPl/Ax (2) 
and that from the upstream total pressure considering no 
losses is 

G = 42p,(PTil-Pa) (3) 

The trends in the flow rate derived from these techniques were 
very similar for most of the calibration decompression. 
Hence, all the experimental measurements were considered to 
be reliable and consistent, and the system was then ready for a 
two phase blowdown. 

3.2 Two-Phase Tests. Blowdown characteristics of a 
system are strongly dependent on the exhaust duct size in 
relation to the vessel, location of the exhaust duct from the 
vessel, and also the internal surface area and volume of the 
vessel. Experiment has shown [32] that at the beginning of 
subcooled and saturated liquid blowdown, the nucleation 
process, which is responsible for the creation of the vapor 
phase, occurs primarily at the interface between the liquid and 
containing wall rather than in the liquid freestream. In ad
dition, the heat-up history of such a system has a significant 
affect on the initiation of the nucleation process and sub
sequent decompression. This is primarily illustrated by how 
far the internal vessel pressure drops below the local 
saturation pressure at the start of decompression. An im
portant effect which occurs during heat-up and blowdown 

initiation is the action within the internal surface wall cavities. 
The equilibrium radius of a bubble or cavity during heatup 
can be approximated as 

RF 
2G(T) 

(4) 
P,-Pb 

where Pb is generally the sum of the working fluid vapor 
pressure, Pv or Psat(T), and any nonconsiderable gas 
pressure, Pg. The noncondensable gas pressure can be related 
to the concentration of that gas as 

C(P, T)=K(T)Pg (5) 

The concentration of noncondensable gases was constant 
within the vessel in a given test in this experiment, thus 

K(r,) 
P..I=P. 

K(r2) 
(6) 

Hence, since the heat-up history of pressure and temperature 
was known, (4) may be used to approximate the largest 
remaining unflooded wall cavity before blowdown in this 
experiment as 

R 
2a(Td) 

E,d-

Pl,d-
K(r,) 
K(T2)' 

(7) 

«,i "^>sat(7,/,rf) 

The largest remaining unflooded wall cavity at blowdown 
initiation, (4), is the same as that after heatup and is given by 

R* 
2ff(7- / i 2) 

-Psat(T/,2)+ ^,rr ^Pg,\ 

(8) 

K(T2) 

Equations (7) and (8) can then be combined to yield the 
superheat (temperature or pressure) required to activate the 
largest existing surface cavity at the start of decompression. 
This then is a simple method of yielding the extent to which 
the internal vessel pressure may drop below the local 
saturation pressure before sufficient wall cavities are ac
tivated to produce adequate vapor volume to in turn increase 
the vessel pressure. This is illustrated in Fig. 2 where the 
internal vessel pressure (7P8/P0(0)) dropped momentarily 
before recovering toward its plateau value after which it 
decayed in an equilibrium manner. This method was used in 
this experiment and produced comparable superheats as those 
measured at the start of these blowdowns. 

The rapid decrease and subsequent recovery of the internal 
vessel pressure at the start of these decompressions indicate 
the existence of a metastable thermodynamic state during this 
period. The metastable decompression regime of the 
blowdown continued until the remaining fluid within the 
system became dispersed and thermodynamic equilibrium was 
closely approached. This is shown in this experiment by 
considering the two equilibrium extremes of how the 
remaining fluid could expand during the blowdown (isen-
tropically and isenthalpically). These two equilibrium ex
pansion paths were considered, and the remaining fluid mass 
was calculated using the measured internal vessel pressure. 
The calculated remaining mass based on the measured in
terval vessel pressure agreed with the measured remaining 
mass at a calculated void fraction in the internal skirt (a IS) of 
approximately 0.5, Fig. 2. At this time, thermodynamic 
equilibrium was essentially established because at a void 
fraction of about 30 percent, a bubbly flow regime normally 
transactions to a dispersed one with liquid droplets suspended 
in a vapor continuum [33]. This then generates significant 
heat transfer surface area, and thus thermodynamic 
equilibrium is approached. At this point, the internal vessel 
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TIME, sac 
Fig. 2 An indication of when equilibrium of the remaining fluid in the 
internal skirt region was reached in test 1 

pressure also began to decrease from its plateau value as 
shown in Fig. 2. 

The flow regimes which most probably prevailed within this 
blowdown vessel during the various stages of these decom
pressions are illustrated in Fig. 3. The indicated time periods 
when the various flow regimes existed during these 
blowdowns are applicable to this particular geometry. Almost 
all the remaining fluid was in a metastable state (superheated 
liquid) during the first 100 ms. During this time, the surface 
cavities had been activated and the resulting voids were 
growing into the superheated liquid. Almost all the fluid 
within the internal skirt was superheated liquid, and that 
within the annulus was rapidly becoming a dispersed, two-
phase, liquid-vapor mixture. 

During this early period, the internal vessel pressure 
dropped below the saturation pressure and subsequently 
began to increase toward its plateau value, Fig. 2. The initial 
drop of the internal vessel pressure below the saturation 
pressure occurred because there was insufficient volume being 
produced by the expanding voids. The vapor volume 
production originating from the surface cavities could not 
keep pace with the volume expulsion rate. However, after 
only a short period, sufficient voids had expanded to 
adequate size to dramatically increase the volume production 
rate within the vessel. When this exceeded the volume exhaust 
rate, the internal vessel pressure then began to rise and ap
proach a momentarily constant value, Fig. 2. 

From about 100 to 600 ms, the fluid within the annulus was 
virtually completely dispersed, and the expanding voids 
originating from the walls were propagating a considerable 
distance into the superheated liquid within the internal skirt. 
During this period, the volume production rate within the 
vessel was approximately equal to the volume exhaust rate 
from the system. This was indicated by the nearly constant 
internal vessel pressure, Fig. 2. Once sufficient fluid had been 
exhausted from the system, the expanding bubbles were 
nearly uniformly distributed within the liquid remaining in the 
internal skirt. The resulting two-phase, liquid-vapor mixture 
was well dispersed, and equilibrium between the remaining 
liquid and vapor was approached. This is indicated in Fig. 2, 
where the internal vessel pressure decreased in a nearly 

0 < t l l 0 0 m s 1 0 0 l f * S 600ms 0 . 6 l f < 2 . 0 s 

Surface voids Bubbles expanding into Dispersed two-phase, 
activated and growing, bulk of superheated liquid-vapor mixture 
superheated liquid liquid 
internally, annulus 
voided 
Fig. 3 Schematic of the blowdown vessel illustrating the proposed 
flow regimes inside the vessel during the various stages of decom
pression in these tests 

equilibrium manner, and the measured and calculated 
remaining fluid masses agreed. During this period, the fluid 
volume expulsion rate greatly exceeded the production rate, 
hence, the internal vessel pressure decreased. 

There was no evidence that the flow choked within this 
vessel, particularly at the annular area enlargement, Fig. 1, 
during these depressurizations. The pressure upstream and 
downstream of the annular area enlargement and the internal 
vessel pressure were all virtually the same. If the flow up the 
annulus had choked at the area enlargement, the static 
pressure just upstream of the area enlargement would have 
only been approximately 75 percent of the internal vessel 
pressure. The relation between the pressures immediately 
upstream and downstream of the area enlargement would 
have depended on the "back pressure" - that pressure 
immediately upstream of the exhaust duct. The static pressure 
immediately upstream and downstream of the annular area 
enlargement were virtually identical, hence, the flow at this 
location was not choked. This was not particularly surprising 
because the annular area was approximately 2.5 times larger 
than the exhaust duct area. The only location in this system 
were the exhausting flow did choke was at the minimum area 
section, i.e., at the exit of the exhaust duct. Motion pictures of 
the exhaust plane flow indicated that fully developed critical 
flow was established approximately 25 ms after the rupture 
disks had broken. The same motion pictures and the measured 
critical pressure ratio histories indicated that the exhausting 
flow was choked for about 70 percent of the 2.5 s decom
pressions. 

The fluid quality at the entrance to the exhaust duct in this 
experiment deviated considerably from equilibrium con
ditions. The fluid quality for a uniformly distributed, 
homogeneous equilibrium, isentropic expansion within the 
vessel is given by 

sL{T0)-sL(P) 
s~ sVL{P) W 

and similarly for an isenthalpic expansion 
hL{T0)~hL(P) 

x = — (10) 
hVL(

p) 
These two equilibrium, upstream fluid qualities as based on 
the measured internal vessel pressure are shown in Fig. 4. The 
fluid quality at the entrance to the exhaust duct was assumed 
to be approximately the same as at the exit. This is because the 
static pressure in such a short duct (LID = 3) is nearly 
constant. Thus, there is virtually no phase change for fluid in 
residence in such a short length. Each of these two 
equilibrium fluid qualities, (9) and (10), was employed in an 
energy balance on the system during the blowdown given by 
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m(0)h(0)-m(T)h(T) =AX G\[hvx+hL(\ -x)] 

+ -G2[vyX + vL(l-x)] }xdt (11) 

The measured critical flow rates and the instantaneous 
pressures were used in (11). The balance employing the 
isentropic quality (9) was approximately 8 percent low, and 
the same employing the isenthalpic quality (10) was about 7 
percent low. This indicated that the fluid quality at the en
trance and exit of the exhaust duct was apparently not an 
equilibrium value. Fortunately, it was also possible to 
evaluate the fluid quality at the exit of the exhaust duct by 
employing a variety of the system measurements. The 
homogeneous exit specific volume was formulated as 

V'=G?[AX
+P'-P*\ (12) 

and the exit fluid quality was then determined from 
u, — v, (Px) 

x vVL(Px)
 K ' 

Assuming that (i) the fluid quality in the duct was ap
proximately constant, (ii) the liquid phase was virtually in-

„ 3 0 0 0 

I I I I 1 1 

- 1 
L TEST 1 

\ \ / STEADY STATE , SMALL DUCT 

vv/^^^_^ 
""""-^-y^ss-

TRANSIENT, LARGE DUCT ' 

1 1 1 I I 1 

-

-

~ 

O 0.O5 O.IO 0,15 0 , 2 0 0 . 2 5 

INLET QUALITY 

Fig. 5 Comparison of the transient, large duct, critical flow rates in 
test 1 and the corresponding steady-state, small duct, critical flow 
rates in [9] 

being swept up the downcomer annulus toward the exhaust 
duct. This vapor phase was being generated at the lower, 
inside wall of the internal skirt. The exhaust critical flow rate 
was also decreasing very rapidly at about this same time. This 
is consistent since the critical flow rate decreases dramatically 
for small increases in inlet quality in the low quality regime 
[9]. This homogeneous inferred inlet quality (14) was then 
employed in an energy balance on the system (11) to assess its 
validity. The energy exhausted from the system was deter
mined from using (i) the homogeneous inferred inlet quality, 
(ii) the experimental critical flow rates, and (Hi) the measured 
internal vessel pressure. These resulting energy balances were 
then within 1 percent of the initial total energy inventory. 
This therefore provided good confidence that the 
homogeneous inferred quality was a valid representation of 
the actual fluid quality in the exhaust duct during the 
blowdown. 

The case of a nonhomogeneous (k > 1) inferred quality was 
also investigated, and it was determined not to be as realistic 
as the homogeneous (k = 1) case. The nonhomogeneous 
quality was formulated by combining the continuity equation 

m = pvAvuv + pLALuL (15) 

and a summation of the momentum flow rates of each phase 
as 

rhu = thvuv + mLuL (16) 
This resulted in the nonhomogeneous quality as a function of 
the velocity ratio (k) as 

^+Mk-2)]+[[^+Mk-2)]2 + 4(v-vL)[vv^- -Mk-1)]] 

compressible, and (Hi) the vapor phase expanded isen-
tropically in the duct, then (13) can be recast as 

VX-VL(P~T,I) 

i[vv 
, k - 1 

21 vv— vL(k- 1) 

(17) 

(14) 
Vv(PTA)v'-[/y-vL(PT,l) 

This homogeneous inferred inlet quality is also shown in Fig. 
4. It is readily apparent that the shape of this inferred inlet 
quality curve is significantly different than that of the 
equilibrium qualities. This is an indication of the 
nonuniformity of the flow pattern within this vessel during 
these blowdowns. It should be noted in Fig. 4 that the inferred 
entrance quality began to significantly increase above the 
equilibrium qualities at approximately 300 ms which was after 
the annulus had initially been voided, Fig. 3. However, it was 
during this time period that the vapor phase was probably 

Assumptions (i) and (Hi) that were employed in formulating 
(14) were also applied in (17). Once this was accomplished and 
(12) and (17) were combined, the energy exhausted from the 
system as determined from (11) increased with velocity ratio 
much above the 1 percent agreement obtained with the 
homogeneous inferred inlet quality. Thus, the actual 
exhausting flow was apparently very nearly homogeneous in 
view of the good energy balance comparison. 

The transient, large duct, critical flow rates from this study 
compare well with the steady-state, small duct, critical flow 
rates of previous investigators [9], as illustrated in Fig. 5. The 
steady-state, critical flow rates shown in Fig. 5 are for en
trance total pressures of 0.689-6.550 MPa (100-950 psia) and 
entrance qualities of 0.01-0.2275. These steady-state, critical 
flow rates were measured in convergent-divergent, axisym-
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metric nozzles with 6.44 and 11.1-mm (0.253 and 0.438-in.)-
dia. throats. For comparison, the i.d. of the constant area 
exhaust duct in this study was 0.108-m (4.257-in.). The 
average difference between these two sets of two phase critical 
flow rate data is about 19 percent with the transient, large 
duct critical flow rates being less than the steady-state, small 
duct critical flow rates. The same good agreement was true of 
test 2 in this experiment. Based on this critical flow rate data 
comparison, the critical flow phenomenon appears to be quite 
similar in the transient, large duct and steady-state, small duct 
cases, as has also been inferred in [23, 25, 26]. 

The transient, large duct, critical exit pressure ratios from 
this study also compare well.with steady-state, small duct, 
critical throat pressure ratios [9], as illustrated in Fig. 6. These 
two sets of critical pressure ratio data are virtually identical 
up to an inferred inlet quality of approximately 6 percent. At 
this point, less than half the initial fluid remained within the 
vessel during these blowdowns, Figs. 2 and 6. This was also 
after the critical flow rate had decreased to approximately 
9800 Kgm/s-m2 (2000 lbm/s-ft2), Fig. 5. Thus, the critical 
pressure ratios of this study and the steady values compare 
extremely well for the major portion of these blowdowns. The 
transient, large duct, critical pressure ratios are somewhat 
greater than those for steady-state, small duct flow for en
trance qualities greater than about 10 percent. However, this 
occurred reasonably late in these blowdowns after the most 
important segment of the decompressions had occurred. This 
was also when the homogeneous equilibrium predicted critical 
flow rate became similar in magnitude to the Henry-Fauske 
prediction [4]. This value of 10 percent entrance quality 
established in this transient, large duct experiment is precisely 
that observed in the steady-state, small duct case [4]. The 
internal vessel pressure started to decrease from its nearly 
constant value approximately when the homogeneous 
equilibrium critical flow rate agreed with the measured 
critical flow rate. This is consistent with the apparent oc
currence of equilibrium of the remaining fluid, Fig. 2. The 
Moody model [5] significantly overpredicted the measured 
critical flow rates-for the entire blowdown. The Henry-Fauske 
prediction [4] for the critical flow rate agreed well with the 
data while only being slightly greater than the measurements 
for most of the decompression. 

The measured and calculated critical exit pressure ratios in 
tests 1 and 2 were also compared. The Henry-Fauske 
prediction of the overall critical pressure ratio history was 
best with both the homogeneous equilibrium and Moody 
predictions underestimating the data. 

The measured and calculated remaining fluid mass within 
the blowdown vessel were also compared. The Moody 

prediction of the remaining fluid mass decreased very rapidly 
below the experimental results because of the excessively high 
predicted initial critical flow rate. The Henry-Fauske 
prediction of the remaining fluid mass followed the trend of 
the data reasonably well if not slightly underpredicting the 
measurements. The homogeneous equilibrium prediction of 
the remaining fluid mass was considerably greater than the 
data. This was because of the underprediction of the critical 
flow rate early in the blowdown. 

The measured and calculated thrust histories in this ex
periment were also compared. The predicted thrust history 
obtained by employing the homogeneous equilibrium critical 
flow model in (12) agreed well with the data in the latter part 
of the decompression. However, the maximum in the 
predicted thrust history was later in time than the 
measurements indicated. This is due to the underpredicted 
critical flow rate early in the depressurization. The 
homogeneous equilibrium predicted thrust increased up to 
this time even with the underpredicted critical flow rate 
because of the increasing fluid quality, Fig. 4. The maximum 
thrust predicted by employing the Moody critical flow model 
in (12) was considerably greater than the measured maximum 
thrust. It was greater than the measured thrust for most of the 
blowdown except in the latter part of the decompression. The 
predicted maximum thrust obtained by using the Henry-
Fauske critical flow model in (12) was only slightly greater 
than the measured maximum thrust. This prediction was also 
slightly greater than the measurements for most of the 
blowdown except in the latter period of the depressurization. 
However, it was less than the Moody prediction over the 
entire decompression. 

Of the three cited critical flow analytical models, the 
measured histories in the blowdowns of this experiment were 
best predicted using the Henry-Fauske critical flow model. 

4 Conclusions 

The most significant conclusions drawn from the ex
perimental portion of this study are as follows: 

1 The fluid thermodynamic state inside the system during 
the blowdown is dependent on the internal vessel con
figuration. This is particularly pertinent at the start of 
blowdown from an initially subcooled or saturated liquid 
state. The primary vapor generation mechanism in such a 
system is predominately the activation and growth of bubbles 
originating from surface cavities. Vapor generation in the 
bulk liquid has not been shown to be significant. Thus, the 
ratio of internal vessel solid surface area to initial liquid 
volume is a useful criterion for assessing how quickly a 
dispersed, two-phase mixture is approached. The resulting 
local fluid compressibility greatly affects total pressure losses 
throughout the system and ultimately the critical flow rate 
from the break in the system. 

2 The initial decrease of the internal vessel pressure at the 
start of blowdown occurs because the initial volume exhaust 
rate exceeds the vapor volume production rate. The initially 
retarded volume production rate (by bubble growth) is due to 
the metastable, superheated liquid state which is initially 
created and its subsequent relaxation toward thermodynamic 
equilibrium. 

3 Choking only occurred at the exit of the exhaust duct in 
this system. 

4 There was a significant nonuniform fluid quality 
distribution within this system early in these blowdowns. This 
was due to a lack of solid surface area per unit liquid volume 
inside the internal skirt region to aid in vapor phase 
generation. Hence, the liquid in the internal skirt region 
remained as a superheated liquid at the start of these 
decompressions. Once the fluid in this region became 
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dispersed, thermodynamic equilibrium was approached, and 
the internal vessel pressure began to decrease. 

5 The Henry-Fauske critical flow model provides the best 
available prediction of the overall characteristics of the two 
phase decompression phenomenon observed in this ex
periment. 

6 The two phase critical flow phenomenon is essentially the 
same in the transient, large duct and steady-state, small duct 
cases. 
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down of ai 
-Part 2: 

Two-Phase Vessel Blow 
Initially Saturated Liqui 
Analytical 
Analytical models are presented to predict the internal vessel conditions during the 
decompression regimes of an initially saturated liquid. A subcooled blowdown 
analysis considers the elasticity of both the liquid and vessel. A bubble growth 
analysis for the intermediate period of blowdown is based on thermally dominated 
bubble growth from a solid surface into a superheated liquid. A dispersed analysis 
for the latter decompression period assumes the vapor bubbles have grown suf
ficiently so the liquid is uniformly distributed within the vapor phase. The sub-
cooled analysis predicts the initial period of blowdown reasonably well. The bubble 
growth analysis predicts the rise in system pressure above that value to which it 
initially falls after the end of subcooled blowdown. It considers an initially "slow" 
depressurization rate (less than 400 MPa/s) where nucleation and bubble growth is 
the dominate volume producing, and thus pressure recovery, mechanism. It 
provides insight into why the system pressure initially drops below the saturation 
pressure, and it also offers an explanation for the subsequent recovery of the system 
pressure toward the saturation pressure. The thermodynamic equilibrium analysis 
provides a reasonable prediction of the latter stage of decompression. The com
bination of these three models predicts the overall two-phase decompression 
phenomenon reasonably well. 

1 Introduction 

This study addresses the thermodynamic and fluid dynamic 
aspects of two-phase blowdown of a high pressure-
temperature fluid from an initial subcooled or saturated 
liquid state. Blowdown analysis combines a description of 
both the thermal-fluid behavior inside the blowdown vessel in 
addition to the escape flow limiting mechanism from the 
system. The behavior inside the blowdown vessel controls the 
fluid compressibility at the entrance to the exhause duct PT,e, 
xe). Hence, it controls the critical flow condition from the 
system and thus the depressurization rate. The two-phase 
blowdown phenomenon has applicability to boilers, 
refrigeration and cryogenic systems, chemical systems, 
railroad tank car transportation [1], and boiling and 
pressurized water nuclear reactors. It is the later, nuclear 
reactor safety, which has provided the primary impetus to 
more fully understand the two-phase decompression 
phenomenon. The analyses presented herein are a summary of 
a larger study [2], It addressed among other questions the 
existence, magnitude, and effect of metastable ther
modynamic states on two phase blowdown. 

Metastable thermodynamic states, namely superheated 
liquid, exist in the early stage of decompression from an 
initially subcooled or saturated liquid condition [2-8]. Recent 
emphasis [9-10] has been to more fully understand the vapor 
generation (nucleation) mechanism as a result of boiling 
and/or flashing. Recent studies have also indicated that the 
nucleation mechanism at the start of subcooled and saturated 
liquid blowdown depends on the initial rate of pressure decay 
[11]. It is suggested that such blowdowns can be classified as 
either "fast" or "slow," depending on this criteria (normally 
taken to be about 400 MPa/s). Following this type 
classification, the decompressions reported in this study fall 
into the "slow" category in which nucleation from solid 
surfaces which contain imperfections (nucleation sites) is 
dominate. The effect of the magnitude of the nucleation 
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process in the early stage of a "slow" blowdown is largely 
dependent on the internal vessel geometry. It is primarily 
related to the (j) internal interfacial surface area between 
liquid and solid surface, (//') initial internal volume of liquid, 
(//'(') break flow area from the system, (iv) internal flow area 
within the system, and (i>) the location of the break in the 
system. A complete thermodynamic equilibrium analysis of 
the phenomenon [12] does not account for the superheated 
liquid condition at the start of blowdown. Consequently, it 
does not adequately describe the overall phenomenon. Even 
though this approach does not completely describe the 
phenomenon in the general case, it does become more 
representative of slower decompressions. Many blowdown 
analyses to date [13-18] has been performed in a ther
modynamic equilibrium manner for the entire decompression. 
However, this is not a completely valid assumption [7]. 
Nucleation at the start of blowdown is initiated primarily 
from the activated surface cavities at the internal solid-liquid 
interfaces. It does not predominantly occur in the bulk liquid 
[19]. There is a fraction of the spectrum of internal surface 
cavities which are not flooded during heat-up and which are 
larger than minimum embryo size. These can subsequently 
function as nucleation sites upon decompression. Most 
initially two-phase critical flow models to date have also 
assumed that the expanding two-phase mixture behaves in an 
ideal, thermodynamic equilibrium manner. However, recently 
the merits of nonequilibrium critical flow analysis [20] have 
been recognized and implemented. There has been con
siderable experimental effort directed toward understanding 
the overall two-phase decompression phenomenon in a 
reactor system. This work includes that of Semiscale and 
LOFT, [21-24], Battelle [25, 26] (U.S. and Germany), Japan 
[27],andMarviken[28]. 

The objectives of the analytical portion of this study were 
primarily to understand (i) the transition from subcooled 
blowdown to the initiation of nucleation, (//) the influence of 
the nucleation process on the early stage of decompression, 
and (Hi).the transition from the bubble growth to dispersed 
stage of blowdown. 
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2 Analysis 

The two-phase decompression scenario should be divided 
into at least two different major classes of related phenomena 
[6]. The first is the fluid behavior inside the blowdown vessel 
upstream of the entrance to the exhaust duct, and the second 
is the fluid behavior inside the exhaust duct itself. The fluid 
behavior inside the vessel establishes the flow pattern and 
local fluid quality at the entrance to the exhaust duct. The 
presence of structure within the vessel can also significantly 
effect the internal flow regime. Internal structure also 
markedly impacts the very early stage of decompressoin by 
supplying additional potentially active surface cavities. These 
can serve as nucleation sites for the inception of vaporization. 
The history of previous fluid and wall pressure-temperature 
conditions within the vessel also effects the inception of 
vaporization upon depressurization. Analytical models are 
described herein for each of the three major decompression 
regimes: subcooled, bubble growth, and dispersed. 

2.1 Subcooled Model. The initial period of blowdown 
when the fluid in the system is subcooled liquid is analyzed in 
this section. The assumptions employed in this model are as 
follows: 

(a) The system is instantaneously opened to the ambient. 
(b) There is frictionless, one-dimensional flow in a 

smooth entrance exhaust duct. 
(c) The exhaust duct has a constant cross sectional area 

and internal volume. 
(of) The flow is initially unchoked and subsequently 

becomes choked. 
(e) The vessel material is elastic. 

The accelerating (inertial) flow period at the start of 
blowdown when the flow is subcritical is small compared to 
the overall subcooled decompression period. It only lasts for a 
few milliseconds. Hence, the exhaust flow is choked during 
virtually all of subcooled blowdown. 

The transient, subcritical flow rate in the early stage of 
subcooled blowdown can be described as 

G{t) = 
C„ 

PT.e(t)-Pa\t (1) 

When the transient flow rate in (1) increases to the critical 
flow rate, the flow is assumed to become choked at the exit of 

the exhaust duct. The critical flow rate and critical exit 
pressure can then be determined from an initially subcooled 
and saturated liquid critical flow model. Such a model [29] 
must be evaluated at the instantaneous total thermodynamic 
conditions at the entrance to the exhaust duct {PT,e, TTe). 
During this period, the thermodynamic state of the remaining 
fluid within the vessel is subcooled liquid. However, the state 
of the fluid in the exhaust duct is a compressible, two-phase, 
liquid-vapor mixture. It is the behavior of this compressible, 
two-phase, liquid-vapor mixture in the exhaust duct which 
limits the escape flow rate from the system. 

The system response during the subcooled period of 
decompression is analyzed as follows. A conservation of mass 
in the vessel during the blowdown is 

dm, 

~dT 
= -GAY (2) 

Equation (2) can be integrated initially with the subcritical 
flow rate, (1), and subsequently with the critical flow rate. 
The specific volume of the remaining liquid within the system 
is then 

VT 
VI = - (3) 

the influence of the elasticity of the vessel material on the 
subcooled blowdown is accounted for by considering the hoop 
stress in a thin walled vessel. This is given by 

<r=Ybl
PT,ed-Pa(d+2S)} (4) 

The vessel material is assumed to be described by Hookes Law 
in the elastic range. Differentiating the relation for the in
ternal volume of a cylindrical vessel produces 

dVT = 2VT-
dr 

(5) 

Equations (4) and (5) may be combined to determine the 
change in the original, unstressed vessel volume. 

Equation (3) can be differentiated to produce 

dvi _ 1 dVT 

dt m, dt mj 
T dm. 

(6) 

N o m e n c l a t u r e 

A = 

C 
c 
d 
A 
6 

E 
F 
G 

h 
V 

J 
Ja 

K 
L 

cross-sectional flow area 
void fraction, thermal dif-
fusivity 
coefficient, degrees Centigrade 
specific heat capacity 
inside diameter of vessel 
finite difference 
vessel wall thickness 
elasticity 
degrees Fahrenheit 
mass flux, ml A 
acceleration of gravity at sea 
level 
specific enthalpy 
critical exit or throat pressure 
ratio 
Joule, ( N - m ) 
Jakob number, cLpL (T — 
Tsa,)/pyhVL 

degrees Kelvin 
exhaust duct length 

m -
N = 

P --
Pa = 

r = 
P '-
S --
s = 
a -
T --
t = 
u = 
V --
v = 
X = 

- mass, meter 
= number of bubbles or 

nucleation sites in a given 
generation, Newtons 

= static pressure 
= Pascal {N/m2) 
= radius 
= density 
= surface area 
= specific entropy 
= surface tension, normal stress 
= temperature 
= time 
= flow speed 
= volume 
= specific volume 
= fluid quality 

Subscripts 
a -
c = 

= ambient 
= choked or critical flow, 

thermodynamic critical state 
or property 

d 
e 
i 

L 
1 

max 
0 

P 
sat 

Sup 
T 

T 

T' 

VL 

V 
X 

00 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

= 

= 

= 

= 
= 
= 

discharge, bubble departure 
entrance 
initial, -given sector of system 
saturated liquid 
subcooled liquid 
maximum 
stagnation 
produced 
saturation 
superheat 
total, total thermodynamic 
property 
arbitrary time step from start 
of blowdown 
time step from start of growth 
of current bubble generation 
from surface 
saturated vapor minus liquid 
thermodynamic property 
saturated vapor 
exit 
free stream 
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The dmtldt is evaluated from (2), and the dVT/dt is deter
mined from the change in the volume of the vessel, (5). 

The depressurization rate of the liquid remaining within the 
system is dependent upon its elasticity according to 

dP -E, dv, 

dt dt 
(7) 

is very short for most fluids. It was approximately 10 ~8 s in 
the tests reported in this study. Thus, the bubble growth is 
assumed to be primarily thermally controlled as given by 

12 ~l 1/2 

— a,Ja t,n (19) 
IT J 

where the dv,/dt is determined from (6). Equations (4), (5), 
(6), and (7) can then be combined to determine the in
stantaneous internal vessel stagnation pressure during the 
subcooled regime of decompression. 

2.2 Bubble Growth Model. The system pressure 
recovery phenomenon during the early stage of blowdown 
after the pressure has dropped below the local saturation 
pressure is analyzed in this section. It is postulated that the 
volume producing mechanism within the system is initially 
inertially controlled and then thermally dominated vapor 
bubble growth. 

The internal volume of the system is considered constant so 
that 

where the Jakob number, Ja, is 

]a=cLPL(T-Tsal) ( 2 Q ) 

PvhvL 
The volume of an individual spherical bubble growing in a 

thermally dominated manner (19) is 

4 r 12 ,~|3/2 , 
(21) 

VT= Vv+ VL=mvvv + mLvL 

Equation (8) is differentiated to produce 

dvv - 1 

dt 

dmL dm v dvL 
VL~dF+Vv^r+mL-dT 

where (/) is the time for inception. 
The departure diameter of steam bubbles growing from a 

surface in pool boiling conditions has been correlated [30] as 

Z>d = 1.5xl0-«[ ] ' / 2 [ WLT* 15 / 4
 ( 2 2 ) 

lg(PL-Pv)-i L Pv"VL J 

(8) The surface tension (<J) of saturated water against its own 
vapor (steam) in (22) has been correlated by White [31] as 

] (9) <r(7V/m) = 0 . 2 3 5 8 [ l - ~ ] 1 2 5 6 [ l - 0 . 6 2 5 ( l - ^ ) ] (23) 

The factor dvL/dt is determined from the elasticity of the 
liquid phase as , , H F dvL - 1 dP 

—- = (10) 
dt ELvL dt 

The behavior of the saturated vapor phase is approximated as 
Pvv = constant, so the left side of (9) becomes 

dvv = -vv dP 

dt P dt 

Substituting (10) and (11) into (9) gives the following relation 
for the time rate of change of the internal vessel pressure 

dP _ PEL 

dt m vv VEL • 

The total mass flow rate from the system is 

dm „ A 

= -GAr 

•i F dm, / dm v \ ~\ 
^-—-\VL^+Vy(—^) (12) 
. + VLP L dt \ dt / net J 

dt 
(13) 

For homogeneous, incompressible flow, which is a good 
approximation during the early, low void fraction period of 
the blowdown, the flow rate is 

G = pu=[2p(l-Vc)PTJ"2 (14) 

The T]C is the saturated liquid critical exit pressure ratio, and 
the fluid density is 

p = pva + pL{\-a) (15) 

The mass flow rate of the liquid phase from the system is then 

dm i 

~dl 
= -pLAx{\-a) 

2(1-r,c)P 

L pva + pL 

)PT,e 1 
(1-a) J 

and that of the vapor phase from the system is 

dmKx A r 2(l-Vc)PT T / 2 

'Aa[' T,e 

(16) 

(17) 
dt r' " L pva + pL(l-a) 

Equation (16) can be substituted directly into (12). However, 
the change in the mass of the vapor phase within the system in 
(12) is a net difference. It is the result of the production of 
vapor mass by bubble nucleation minus the rate of vapor mass 
exhausted from the system (17). 

The inertially dominated bubble growth period given by 

^{^[p^m-p,]] (18) 

A simplification of (23) which is within 1 percent of it over the 
range of 366-566 K (200-560°F) is 

r f -i 1.053 
O{A7OT)= 0.14783 1 - — (24) 

The departure diameter is then used in (19) to determine when 
a bubble will separate from the surface. By knowing the 
departure bubble diameter and the total surface area within 
the system, the maximum number of nucleation sites can be 
determined as 

2 S 
Nmm = Vf ~DJ^

 (25) 

This assumes that the bubbles on the wall at departure are just 
touching each other, spherical in shape, and arranged in a 
triangular array. The increasing diameter of a bubble on the 
wall can be determined from (19) for time greater than the 
inertially controlled period (18). When the diameter of the 
bubbles on the surface reach the departure diameter, that 
generation is assumed to leave the surface and continues to 
grow in the liquid. 

The incremental vapor volume production is the increase in 
volume of the vapor bubbles in the free stream and also those 
growing from the solid surface. This is given by 

AVKT = AVv^T + AVKay (26) 

The incremental mass of vapor produced within the system 
can then be approximated as 

AmyiPiT=pKTAVKr (27) 

The net change in the mass of the vapor phase within the 
system is then 

Am ViT = Am KPiT + Am KXiT (28) 

This net change in the mass of the vapor within the system 
(28), where the second term is negative, is then used in (12). 

If the bubbles growing from the surface have not yet 
reached departure size, their growth is determined by the 
instantaneous Jakob number (19, 20). However, if the 
growing bubbles have reached departure size, they separate 
from the surface. The current internal vessel pressure then 
determines a new departure bubble diameter from (22). This 
then determines the current number of vapor bubbles growing 
from the surface in the next generatoin, (25). This analysis 
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then applies to the period of blowdown in which the fluid 
configuration remains to be vapor bubbles growing in a 
superheated liquid. 

2.3 Dispersed Model. This section considers the liquid-
vapor mixture when it closely approaches thermodynamic 
equilibrium conditions. This occurs when the fluid con
figuration in the system changes from vapor bubbles growing 
in a superheated liquid toward a dispersed, two-phase mix
ture. It is assumed that the bubbly to dispersed fluid con
figuration transitition occurs at a void fraction of ap
proximately 0.3 [32]. The remaining fluid is then assumed to 
expand isentropically. The pressure and quality at this 
condition then determines the initial entropy from which the 
fluid expands in the dispersed regime as given by 

sl=Sy(Pi)xi+sL(P,Hl-xi) (29) 

For a homogeneous fluid, the quality in (29) when the fluid 
configuration transition occurs can be determined from 

*/ = 
VL(Pi)0ti 

(30) 
M^/)«/+ M^/)U-«*) 

The continuity equation for flow from the system is given in 
(13) when employing the critical flow rate, Gc. It can then be 
integrated to determine the instantaneous fluid mass 
remaining with the system. The two-phase critical flow rate in 
(13) is determined from the Henry-Fauske critical flow model 
[33] in this analysis. The instantaneous specific volume of the 
remaining mixture is determined from v = V/m. This specific 
volume can then be used to determine the homogeneous fluid 
quality from 

V/m-vL(P) 
(31) x= -

Vv >VL{P) 

The remaining homogeneous mixture is assumed to expand 
isentropically so 

si=s[P(t)]=sv(P)x+sL(\~x) = const&ni (32) 

where the fluid quality in (32) is that from (31). Equations 
(29), (30), (31), and (32) are then combined to determine the 
internal vessel pressure history during the homogeneously 
dispersed regime of blowdown. 

3 Discussion 

The proposed subcooled blowdown model compares 
reasonably well with measured internal vessel pressure 
histories as illustrated in Fig. 1. This particular test was 
performed in a large-scale, reactor simulator vessel which 
contained internal structure in the form of a separator plate. 
Even with this large blowdown vessel and its internal com
plexities, this simple model still predicted the pressure decay 
during the subcooled period of this blowdown reasonably 
well. 

In the bubble growth blowdown model, vapor nuclei are 
assumed to originate at the wall and continue to grow while 
being limited by thermal conduction to the liquid-vapor in
terface. The bubbles are then assumed to continue to expand 
and pressurize the system. The net effect of the volume 
production rate within and the volume escape rate from the 
system is then assumed to be the controlling mechanism of the 
system pressure. This only applies while the fluid con
figuration is vapor bubbles growing in a superheated liquid, 
i.e., for a < 30 percent [32]. This proposed model is 
illustrated and validated in more detail as follows. 

The predicted system pressure history in the bubble growth 
regime of blowdown is nearly independent of the initial liquid 
superheat for a given system geometry. However, the 
predicted system pressure is more sensitive to the number of 
potential nucleation sites per unit surface area (N/S) for a 
given initial liquid superheat. Decreasing the N/S decreases 
the predicted pressure history. This effect on the predicted 
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Fig. 2 Comparison of the measured and predicted internal vessel 
pressure by the bubble growth blowdown model for various NIS in test 
2 

pressure history for test 2 of this study is shown in Fig. 2. A 
range of three decades of the maximum N/S in Fig. 2 ap
proximately brackets the measured pressure history. 
However, Fig. 2 illustrates that 1 percent of the maximum 
N/S best predicts the measured system pressure history. 

The vapor volume within the system during the decom
pression is given by 

Vv= VT — mvL (33) 

where m is the measured remaining mass inside the vessel. The 
predicted vapor volume within the system for 1 percent of the 
maximum N/S compared well with the inferred vapor volume 
from (33). Thus, the vapor volume producing mechanism 
during the early period of the decompression appears to be 
thermally dominated bubble growth in a superheated liquid. 

The predicted pressure and void fraction histories in the 
vessel in test 2 for 1 percent of the maximum N/S are shown 
in Fig. 3. Since this analysis only considers bubble growth in a 
superheated liquid, it applies only during the period this fluid 
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early stage of decompression by the proposed bubble growth 
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configuration exists during the decompression. The maximum 
void fraction in a bubbly fluid configuration without bubble 
coalescence is about 70 percent. However, in practice the 
bubbly fluid configuration is not sustained beyond a void 
fraction of approximately 30-40 percent [32]. Hence, the 
predictions in Fig. 3 are applicable primarily in the range of 
the void fraction in the downcomer annulus from zero to 
about 30 percent. These predictions compare well with the 
measured internal vessel pressure histories in this experiment. 
The void fraction in the downcomer annulus is used in 
determining the mass flow rates of the liquid and vapor 
phases escaping from the system. It is the best indicator of a 
flow regime transition in this region of the system. 

The pressure during the bubble growth period of decom
pression is dependent upon the internal surface area and size 
of the exit from the system. The system pressure is greater for 
reduced area ratios (Ae/ABV) for a given ratio of internal 
solid surface area per unit volume (S/V) as shown in Fig. 4. 
The volume of the vessel employed in this study was used for 
illustration. The instantaneous system pressure is also greater 
for increased S/ V at a given area ratio. As illustrated in Fig. 
4, the system pressure is more sensitive to 5 / V as the area 
ratio is increased, and the pressure also recovers slower as the 
area ratio is increased and S/V is decreased. The system 
pressure is typically more sensitive to S/ Fthan it is to the area 
ratio. 

This bubble growth analysis can be applied to each sector 
within a system during depressurization. Once the bubbly to 
dispersed fluid configuration transition occurs, the 
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Fig. 6 Comparison of the subcooled, bubble growth, and dispersed 
blowdown models to the measured pressure in the Battelle-Frankfurt 
run 13 [26] 

vaporization of superheated liquid droplets is the only 
remaining mechanism to sustain the pressure. This bubble 
growth blowdown model can also be used to predict the 
decompression characteristics in an initially nonisothermal 
system. 

The proposed dispersed regime blowdown model is com
pared to the measured pressure history in the BNWL top 
blowdown run 52 [25] in Fig. 5. As illustrated, the dispersed 
model prediction compares well with the measured pressure 
history. This is particularly noteworthy considering that this 
model assumes a completely dispersed fluid, and this was a 
top blowdown which influences phase separation during 
blowdown [34]. Also, this dispersed regime blowdown model 
is based only on simple thermodynamics, and it pedicts the 
measurements quite well. This good agreement of model and 
experiment is also demonstrated in additional comparisons in 
this study. 

The combined pressure history predictions of the three 
foregoing models are compared to the measured pressure 
history of Battelle-Frankfurt [26] run 13 in Fig. 6. The 
comparison is reasonably good even though the predictions 
deviate somewhat from the measurements at about 25 ms. 
This is attributed to dissolved gas coming out of solution. 

4 Conclusions 

The most significant conclusions drawn from the analytical 
portion of this study are as follows: 

1 The subcooled blowdown model reasonably well predicts 
the early period of decompression when significant amounts 
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of dissolved, noncondensable gases do not come out of 
solution. 

2 The bubble growth blowdown model predicts the 
recovering internal vessel pressure history after surface cavity 
activation when most of the remaining fluid is superheated 
liquid. This model indicates proper trends, and it also 
compares well with available data. 

3 The recovering internal vessel pressure at the start of 
blowdown is dependent upon (a) the internal vessel surface 
area, (b) the internal vessel volume, (c) the exit or break flow 
area, and (d) the flow area within the vessel. Phase separation 
increases as the exit flow area decreases relative to the internal 
vessel flow area. 

4 The recovering internal vessel pressure history at the 
start of decompression is more sensitive to S/ V than it is to 
AX/ABV. 

5 As the S/V decreases, the liquid in the vessel remains 
superheated longer, which promotes the internal vessel 
pressure to remain nearly constant for a longer period par
ticularly for small AX/ABV. 

6 The proposed dispersed regime blowdown model 
compares well with available data. 
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The Prediction of Pressure Drop 
and CCFL Breakdown in 
Countercurrent Two-Phase Flow 
A steady-state analytical model has been developed to predict channel pressure drop 
as a function of inlet vapor flow rate and applied heat flux during conditions of 
countercurrent two-phase flow. The interfacial constitutive relations utilized are 
flow structure dependent and allow for the existence of either smooth or wavy 
liquid films. A computer code was developed to solve the analytical model. 
Predictions of Ap versus vapor flow rate were found to agree favorably with ex
perimental data from adiabatic, air/water systems. In addition, the model was used 
to predict countercurrent flow conditions in heated channels characteristic of a 
BWR/4 nuclear reactor fuel assembly. 

Introduction 

Countercurrent flow (CCF) in vertical channels is a special 
case of annular flow. The maximum flow rates of the gas and 
liquid film are not independent, but can be adequately 
correlated. Following Wallis [1] it is convenient to express the 
velocities of the two-phases in terms of the following 
dimensionless groups 

rg=jgpg
u2[gD(Pf-PS)]-U2 (i) 

rf=JfPfW2\sD(pf-Ps)]~wl (2) 

Wallis [1] found that for countercurrent flow limited (CCFL) 
conditions these dimensionless groups were related by 

j^+mj'/^^C, (3) 

Equation (3) is known to be in good agreement with many 
data taken in tubes, in which.the parameter, D, in equations 
(1) and (2) is the inside diameter of the tube. 

For geometries typical of Boiling Water Reactor (BWR) 
fuel rod bundles, the choice of the characteristic length, D, is 
more complex. In this case the so-called natural characteristic 
length, D = (o/g(pj-- pg))

1/2 was used to obtain a modified 
Kutateladze correlation of the form [2]. 

(Kg)
U2+m(Kfy

/2 = C (4) 

where Kg =jg[Pj/g(Pf-Pg)]"* (5) 

Kf=jf[p}/g{Pf~ps)]
wi (6) 

The parameter, Kk, is called the Kutateladze number of 
phase-k. A CCFL condition occurs when the flow rate of gas 
exceeds some critical value which causes liquid hold-up. The 
limiting value of vapor flow rate for which compete hold-up 
occurs at the exit (i.e., no liquid flow into the top of the 
channel) can be obtained from equations (3), or (4), by setting 
jj = 0. CCFL breakdown occurs when liquid is first able to 
enter the flow channel after a period of zero liquid flow. 

Countercurrent Flow Structure. The possible flow struc
tures for both adiabatic and diabatic countercurrent flow are 
illustrated in Figs. 1 and 2, respectively. 

Adiabatic Flow. It is assumed that in adiabatic flow there is 
no significant phasic mass interchange between the liquid and 
vapor. 

8 Region 1 is a liquid falling film type regime. The 
vapor/liquid interface is smooth. As j * increases, jj slowly 
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Fig. 1 Variation of liquid velocity, liquid fraction and pressure drop 
with inlet vaporvelocity in an adiabatic tube 

decreases. The liquid film thickness decreases, thus the liquid 
fraction decreases also. 

• Region 2 forms wheny'| ^ y'|lim. It is a combination of a 
smooth film (Region 1) and wavy film (Region 3). For 
adiabatic flows, the rough interface first forms at the lower 
part of the tube. 

• Region 3 is a wavy film flow. The liquid fraction, (1 - a), 
is high, jj is very low, andj* is greater thany| i l im. 

9 Region 4 is wavy film flow withyjrin = 0. A hanging film 
is shown, in which part of the channel is wetted by a wavy film 
and part is dry. Asj* increases fromy'£crit toy'|dry , the liquid 
film thickness decreases so that the interface becomes more 
stable (i.e., less wavy). In addition, the position of the 
hanging film recedes. 

9 Region 5 is a single-phase flow of vapor, (i.e, there is no 
liquid in the channel). 

Diabatic Flow. The major difference between adiabatic and 
diabatic flow is that there can be mass interchange between 
the two phases causing both j„ and jf to vary in the axial 
direction. As shown schematically in Fig. 2, a region having 
jj-m = 0 and a < 1.0 cannot exist (i.e., when there is no liquid 
inflow, all the liquid in the heated channel evaporates). It 
should be noted that significant values of the exit (rather than 
inlet) vapor volumetric flux are plotted on the abcissa of Fig. 
2. This is valid if the system geometry, heat flux {q") and inlet 
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Fig. 2 Variation of liquid velocity, liquid fraction and pressure drop 
with inlet vapor velocity in a diabatic tube 

pressure (pm) are fixed, since for this case there is a unique 
relationship betweeny'*ex andj*M. 

• Region 1 has the same characteristics as for adiabatic 
flow. 

• Region 2 exists over a larger range of y'£in than for 
adiabatic flow, because the maximum vapor velocity is at the 

top. Thus, the wavy film structure starts at the top of the tube, 
and as y'*in increases, the discontinuity between the smooth 
and wavy regions moves from the top to the bottom of the 
tube. 

s Region 3(a) is for a situation in which dryout of the liquid 
film has occurred, so the lower part of the tube is dry. 

8 Region 3(b) is possible for short tubes and/or low heat 
flux. The inlet, j * , is greater than y* iim; thus, the entire in
terface is rough but dryout of the liquid film has not occurred. 

9 Region 4 is the same as for a hanging film case in 
adiabatic flow. Both (1 - a) andj* approach zero at the same 
point, y*cril. 

e Region 5 is a region in which there is no liquid in the 
heated channel, only superheated vapor. 

It can be noted that the shape of both Ap versus j * curves is 
similar to a boiling curve [3]. Indeed, the j * i r y point plays a 
role similar to the rewetting temperature. That is, although 
some hysteresis may occur [3], it is essentially the boundary 
for the breakdown of CCFL conditions in a Ap-controlled 
system. 

Flow Structure Transitions. Between cases 4 and 5, shown 
in Fig. 1, there is a steep pressure drop decrease which occurs 
for adiabatic countercurrent flow. The value of j * , at which 
the liquid film can no longer be present in a tube, can be 
derived from a force balance on the liquid film. Defining F, 
as the interfacial shear force and FgT as the gravitational force 
on the liquid, and neglecting the wall shear (since jf 

momentum analysis yields 

F , - F g r = 0 

where 
fiJl 

' 2 a2 Fj = T/Aj = J-~l
 J-\ D\fa irLpg 

Fgr=DHl-a) — L(pf-pg)g 

0), a 

(7) 

(8) 

(9) 

F; and F„ are both functions of void fraction, but F,- is also a 

A 
A.x__s 

cP D 
DH 

DI0d 
F 
f 
G 
H 

h 
j 

Jf 

h 

Jv 

^ e x p 

K 
- "com 

L 
m 

= flow area, m2 

= flow channel cross-section
al area, m2 

= heat capacity, J/m3-K 
= diameter, m 
= AAX_S/Pf = hydraulic dia

meter, m 
= fuel rod outside diameter 
= force, N 
= friction factor 
= mass flux, kg/m2-s 
= heat transfer coefficient, 

W/m2-K 
= specific enthalpy, J/kg 
= j g +J/ = volumetric flux 

(homogeneous velocity) of 
two-phase mixture, m/s 

= volumetric flux of liquid 
phase, m/s 

= volumetric flux of gas or 
saturated vapor, m/s 

= volumetric flux of super
heated vapor, m/s 

= expansion pressure loss 
coefficient 

= contraction loss coefficient 
= length, m 
= dimensionless constant in 

flooding correlation 

N = 

P = 
P = 
Q = 

q" = 
Re = 

T = 
vk = 
w = 
X = 

z = 

Greek 
a = 
0 = 

5 = 
K = 

X = 
!*• = 

T = 

(J = 

"J. = 

number of parallel channels 
being modeled 
perimeter, m 
pressure, N/m2 

volumetric flow rate, m 3 / s , 
or direct heat addition, J/s 
heat flux, W/m2 

Reynolds number 
temperature, K 
velocity of phase -k, m/s 
mass flow rate, kg/s 
flow quality 
axial position, measured 
from top (exit) of channel 
downward, m 

void fraction 
fraction of wall heat 
transferred directly to the 
liquid phase 
thickness, m 
thermal conductivity, W/ 
m-K 
nonboiling length, m 
viscosity, N-s/m2 

shear stress, N/m2 

surface tension, N/m 
flow area ratio defined by 
equation (52) 

f = 

Subscripts 
B 

CL 
cond 
conv 

crit 
dry 

e 
ex 
F 
/ 

H 
i 
I 

in 
g 

gr 
lim 
sat 

subc 
sup 

V 

W 

= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

distance from bottom of 
channel, m 

boiling 
centerline 
condensation 
convection 
critical (also where jf = 0) 
dry or dryout conditions 
(also where a =1) 
thermodynamic equilibrium 
exit 
liquid film 
saturated liquid 
heated 
interfacial 
subcooled liquid 
inlet 
saturated vapor or gas 
gravitational 
limiting condition 
saturation condition 
subcooling 
superheated 
vapor 
wall 

Superscripts 
* = dimensionless form 
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function of j g . Note that as void fraction approaches unity, 
Fgr approaches zero while F-, approaches a finite value, 
dependent upony'^. Thus, for high enough values ofjs, F, is 
greater thanF g r , for any a, and no solution exists to equation 
(7), implying that the liquid is blown out of the tube. Thus, 
from equations (7-9) 

7 \°^L nU *^max/ 

2// 
(10) 

where amax is the void fraction which satisfies the equation, 
dj*/da = 0. Thus, amax depends on the void dependence of 
the interfacial friction factor, /,-. The dimensionless vapor 
velocity y'|,dry is the value above which the liquid is blown out 
of the tube causing the void fraction to equal unity. 

The Analytical Model 

The general case of single-component, diabatic, two-phase 
flow will be considered here. It is assumed that both the vapor 
and liquid can simultaneously be in direct contact with 
portions of the heated surface. The total heat addition is 
therefore partitioned into the wall heat added to the liquid 
phase and that added to the vapor phase. At the vapor/liquid 
interface, convective heat transfer or condensation is also 
allowed to take place. 

When there is mass transfer at the vapor/liquid interface 
(i.e., for diabatic flow), the vapor volumetric flux, j * , in
creases as we move up the channel, and the liquid volumetric 
flux, j * , decreases as we move down the channel. Thus, both 

j * and jjf will normally have a maximum at the top of a heated 
channel. If the liquid inflow is highly subcooled, then the 
maximum vapor velocity may occur before the exit of the 
channel (due to condensation of vapor on the liquid film). The 
liquid volumetric flux, at the axial position where y'„ is a 
maximum, can be determined by using either the Wallis or the 
modified Kutateladze CCFL correlation. For instance, if the 
CCFL point is at the top of the channel 

J}in=[C^Ui,e,y
/2]2m-2 (Ho) 

Kf.m=[C2-(KViexy
/2]2m-2 (116) 

The liquid film dryout and non-dryout conditions are treated 
separately, because in the case of film dryout, the exit mass 
flow rate of vapor can be directly determined from 

WVex = Wg.m + W/jin (12) 

Thus, the boundary conditions at the top of the channel can 
be determined without considering the conditions within the 
channel. When dryout does not occur, the situation is more 
complex because some amount of liquid is evaporated, while 
the rest of the liquid drains into the lower plenum. 

Evaluation of Parameters When Dryout Has not Occurred. 
Let us consider a general case in which we have superheated 
vapor at the inlet, with multiple surfaces within the heated 
channel. A liquid film can flow on some surfaces while others 
are dry. The change in vapor volumetric flux is caused by the 
change in density of the flowing superheated vapor and by the 
mass transfer at the interface (evaporation or condensation). 

To provide information about the local enthalpy and 
density of the vapor, the steady-state, vapor energy equation 
can be used 

hv(z) = hv,\ 
1 

-[Quiz) 
w„(z) J w„(z) 

- Q c o n v ( z ) - Q c o n d f e ) ] (13) 

where Qv(z) is the direct heat addition to the vapor phase 

Q„(z) = (l-0tf>//joV(*')<fe' (° *z*LH) 

and /? (0 < /S < 1) is a constant which defines the fraction of 
the wall heat going to the liquid phase. Qconv (z), is the 
(convective) heat transferred from the superheated vapor to 
the saturated liquid. It is given by 

Qmm(z)=PiHcom^o(Tu-Tsal)dz' (\<z<LH) (15) 

The Dittus-Boelter correlation was used for Hconv, and the 
expression for the interfacial perimeter (P,) is based on the 
geometry under consideration. Finally, Qcond (z) is the vapor 
phase heat loss due to condensation on the subcooled liquid 
film's interface 

QcondU) = Pi #cond j j (Tv - T,)dz (0 < Z < X) 

where, from [5] 

H„ = 0.065 
K/Pl rc> 

L K 
Ti 

The mass transfer at the interface due to condensation is 

Grand (z) 
Aw/(z)= -Awu(z) = 

h 

(16) 

(17) 

(18) 
fg 

where Qcond is defined by equation (16). Using equation (13) 
and the appropriate fluid property functions, the vapor 
density and temperature, as a function of the axial position, 
can be obtained. 

The mass transfer at the interface also depends on the liquid 
enthalpy, which from an energy balance on the liquid is 

h,{z) = hlJ^^-}+-^[Ql{z) 
1 wfU) J wfU 

+ Qconv ( O + e c o n d W ] (19) 

where Qi(z) is the direct heat addition to the liquid. 
The position of the boiling boundary (X) is implicitly 

defined by 

PPH j o q"(z)dz + PiHcond^ (Tv - T,)dz 

= hf[w/M + Awf (X)] - h,M wfM (20) 

Knowledge of the inlet liquid flow rate, wy in, is required in 
order to evaluate the length of the boiling boundary, X. 
Fortunately, we know, Myin = j/,mPiAx_s, where the liquid 
volumetric flux at the inlet, j f - m , is determined as a function 
of the exit vapor volumetric flux, y'„ex, by a CCFL 
correlation. 

Once j f i n has been found, j0(z) can be evaluated from the 
following expression1 

Ju(.Z) = 

Pv,\ PHP 

"''" Puiz) P«(z)hfgAx_ 

Jv,\ 
P„(X) P, 
Pu(z) pv(z)hfgAx_, 

- ] z q"(z')dz', 

(\<z<LH) 

(21) 

# c o n d ] iX„-T,)dz', 

(0<z<X) 

(14) 

In equation (21) the velocity of the vapor increases because of 
the boiling process and decreases because of condensation. 

Similarly, we can compute.// (z) as, 

Recall the axial position, z, is measured as positive in the downward 
direction. 
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JA.Z)--

J,M + o,ht.Ar ,Hcondl(Tv~T,)dZ'' 

J/.\~ 

PshhA* 

PHP 

PfhhAx-

(0<zsX) 

-^q"(z')dz',(\<z<LH) 

(22) 

Evaluation of Parameters When Dryout Has Occurred. 
When dryout occurs (i.e., y / ex = 0), the entire amount of 
liquid that enters the channel from the top is evaporated 
within the flow channel. Moreover, the single-phase vapor is 
heated by an amount, Qv, below the dryout location, thus the 
vapor will always be superheated below the dryout point. 

The liquid flowing into the channel from the upper plenum 
may be saturated or subcooled, however, since p, = py. 

Jf,m = Wf,in/PfAx-s (23) 

For this case, the vapor flow rate at the exit comes directly 
from equation (12), written in the form 

Pf 
Jv,e =Jg +J/,i< (24) 

Pv,ex Pv,t 

Thus, the CCFL correlation, given in equation (3), becomes 

[ f a i n - ^ - +/?..„ - ^ - ) 1 '/2 +m[/>,to']"2 = C, (25) 
L v Pv.tx Pu.ex ' J 

In equation (25),yyiin and p„jM are unknown, since the vapor is 
superheated. Once the exit density of the superheated vapor, 
p„ex, is known, y / i n can be evaluated from equation (25), 
which can be substituted into equation (24) to get j„ ex. Let us 
now consider the evaluation of p„ex. 

The mixture energy equation for the heated channel yields 
WufixK-x - W / , i A , i n - Wg.in/^.in -Q = 0 (26) 

where, Q is the total channel heat addition. Using equation 
(12) 

h _ w/.i A.in + "ViA.in + Q , _„ 
w„ + W/,in] 

Since the system pressure is assumed known and the 
superheated vapor enthalpy can be computed from equation 
(27), p„ex can be computed from the state equation. The local 
liquid volumetric flux can be evaluated by 

Jf(z) = 

JfM 

Jf*~ 

PfhfgAx 
-#cond \{TV-T,)dz', 

J 0 

(0<z<X) (28) 

1 

PfhfgAx-: 

-\pH^q"(z')dz'+PiHa 

x j * (Tv - 7*sat)ofe'] , (X<?< \ + LB) 

0, (,z>\ + LB) 

The parameters LB (the length over which film evaporation 
occurs) and X can be computed from an energy balance 

0PH j o q" (z)dz + /Wco„d \Q(TV- T,)dz 

= hf (w/jin + Aw/A)) - hlM w/>in (29) 

p L B + X ?LB+\ 

|8P„Jx q"(z)dz + PiHcom^ ITV-Tsal)dz 

= (w/tin+Awf(LB + \))h/g (30) 

It is interesting to note that when j g - m increases, tv/Jn 

decreases, thus the length of the "hanging film", {LB + X), is 

less. Conversely, when jejn decreases, the length of the 
"hanging film" will increase. 

The change of the volumetric vapor flux with distance can 
be computed from 

jv(z) = 

Jv,exPv,ex Hr, 

Pv(Z) hfgPo(.Z)Ax-bJX Tj)dz', 

(0<z<X) (31) 

•[pHp\lq"(.z')dz' 
y,(X)p„(X) 1 _ 

Pv(z) hfgPv(z)A, 

+ PiHmm ] (Tv- TsM)dz' 

(A<z<Z,B + X) 

•'g.inPg.in 

Pv(z) 
(LB + \<z<LH) 

As before, the local density of the superheated vapor can be 
obtained from a state equation, which has pressure and en-
thaply as the argument. The static pressure is known, and the 
local vapor enthalpy can be evaluated by 

*«,(*) = 

w„ (1-&PH 

"'" w„(z) wv(z) 

H AP • r* 

wu(z) 

q"{z)dz' 
Jo 

\\Tv-T,)dz,(0<z<\) 

A „ W ^ - ^ { W ) * ' (32) w„(z) w„(z) Jx 

+ ^ ^ - V (Tv-TsM)dz,(\<z<\ + LB) 
w„(z) Jx 

A«.in + — [ q"(z')dz',(\ + LB<z<L) 

Equations (23-32) allow one to evaluate all the flow 
parameters of interest for the case in which a dryout has 
occurred. 

Evaluation of Pressure Drop. For pressure drop 
calculations, the flow channel was divided up into a number 
of axial nodes. The most important unknown parameter in 
each node is the void fraction, since the pressure drop is 
directly dependent on this parameter. Once the void fraction 
is evaluated, all other terms in the momentum equations may 
be easily determined. The model assumes constant j v and jj 
within each axial node for the void fraction and pressure drop 
calculations. Hence, for diabatic flow, the channel must be 
divided into a sufficiently large number of axial nodes in 
order to adequately predict variations of flow properties with 
distance. The flow regime transition from smooth film to 
wavy film in a given node was assumed to occur at /| i l im = 
0.202, in agreement with experimental observations [3]. 

Evaluation of the Void Fraction in the Smooth Interface 
Region. In the smooth film region, the interfacial shear stress 
is negligible compared to the wall shear stress (i.e., fw > / , , 
and pf >> p„); thus, we can evaluate the void fraction by a 
falling film analysis [1]. 

Defining a dimensionless liquid film thickness as 

S* = A [ DH^P/(Pf-Pv)gDji]2/3 

V-f J 

The film thickness in laminar flow (Re < 1000) is [1] 

b* =0.909 Re1/3 

PfDH 

(33) 

where 
Re=y>-

/V 

(34) 

(35) 
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For turbulent flow, the appropriate result is given by [1] 

5* =0.115 Re0 6 (36) 

This equation is equivalent to 

5 

D, 
-- 0.063 jf (37) 

Once 5/DH is known, a can be determined. For example, in a 
tube (DH =D) equation (37) yields 

a = Dj/D2 = [l -28/D]2 = [1 -0.126 y f / 3 ] 2 (38) 

Equation (38) can be used to calculate the void fraction in a 
tube during countercurrent annular flow with a smooth liquid 
film interface. 

The Evaluation of the Void Fraction in the Wavy Interface 
Region. If we wish to integrate from the bottom of the 
conduit, it is convenient to define a spatial variable (£) which 
is referenced to the bottom of the channel, £ ^L —z-

For steady-state conditions, a force balance on the vapor 
core yields 

dp 
~ -rr- <xAx_s-pvgaAx_s - T,P, 

°$ 

= -r-Ap»otvl)Ax_s (39) 
of 

where, in general, the interfacial perimeter can be written as 

P, = Ci[Ax-sa + N—I)*oi]
1'2 

Dividing both sides of equation (39) by aAx_s yields 

dP , , P» ( 2 da , dvv2\ , Tipi n 

The steady mixture momentum equation is 

a* 
-g[p„a + pf(l - a)]Ax_s + T„PW 

d 

at 
[puav2

v -Pf{l - a)v}]Ax 

Combining equations (41) and (42) yields 

= {l-a){pf-pu)g 

r dvf , 3(1 - a) I 

where 

-Pv\vl 

fiPuvl 

da 

7w—J\ 
pfvj 

=fi 

-fit 

pjl 
la2 

Pfjf 

(43) 

(44) 

(45) 
2 " " 2 ( 1 -a)2 

The void fraction may be obtained from equation (43) and a 
CCFL correlation. A constitutive relation of /,- is also 
required to complete the system of equations. In our analysis, 
an empirical correlation proposed by Bharathan [4] was used. 
This correlation is given by 

/,-=0.005 +A{b*)B (46) 

where 
9.07 

Log 1 ( H4=-0.56 + — - (47) 

5=1.63 + 

D* 

4.74 

D* 

5* = 
r-M'/2 

L(P/-P1 , )J 
Dh 

D* 
r 6 

(49) 

(50) 

L(P/-p„)-

Evaluation of Inlet and Exit Pressure Drop. The static 
pressure change due to sudden contraction at the inlet of 
conduit, —j, can be written as 

(51) 
4Pin,- = [(l-q/)+#cont,-] 

Gj 
' J 2ps, in 

where Gj is the mass flux in they'th channel, and oy is the flow 
area ratio 

. A ASJ aJAj,c\ (52) 
Ax-s,p\t:num/N ^4.v-j,plenum//V 

and Nis the number of parallel channels. 
Similarly, the static pressure change due to a sudden ex 

pansion at the exit of channel -j is, 

APex = Ko?- l )+K e x p ] 
2Pv,e: 

(53) 

(40) Discussion of Results 

A computer code was written to solve the model just 
described. As shown in Fig. 3, the predictions of this code for 
adiabatic, air/water flow are in good agreement with the 

(41) experimental pressure drop data obtained by Bharathan [4]. 
Moreover, this figure shows a typical normalized 
{Ap* ^(Ap-gpgL)/g(pf-pg)DH)} adiabatic pressure drop 
versus j * curve. They'! ' s constant in the axial direction, and 
when it becomes greater than y'|,iim, the interface switches 
from smooth to wavy. At that point, for a stiff vapor supply, 
relative maximum values of the film thickness, interfacial 

(42) friction factor, liquid fraction, and pressure drop are reached. 
Experimental data were not available to test the code 
predictions for diabatic flow situations; however, since heat 
addition does not affect the pressure drop directly, but only 
changes the vapor and liquid flowrates and fluid properties, 
one can assume that the pressure drop should be properly 
predicted. 

Steam/water predictions were made of pressure drop, 
liquid fraction ( 1 - a ) and j * i i n for conditions typical of a 
BWR/4 fuel rod bundle (having a 1.4 peak-to-average axial 
heat flux profile), for 1, 2, 3, and 5 percent decay heat power 
levels [6]. Figures 4 and 5 illustrate the results for 1 and 5 
percent power levels, respectively. Since the parameters jf and 
(1 - a) are not constant in the axial direction, only the values 
at the exit of the channel are plotted (i.e., j * i n and 1 - aex). 
The transition from a smooth to a wavy interface first takes 
place at the top of the channel wheny'„ex becomes greater than 
y'.iim- At the same time, the maximum local liquid fraction 
(1 - aex) is reached. The maximum Ap is reached when the 
whole interface is wavy (jg,m = jg,nm)- In Figs- 4 and 5, one 
can see that as the rod power level increases, the Ap versus j * 
curve moves to the left. This result occurs because the higher 
heat addition implies a higher exit vapor velocity, y'Jex, for 
the same y| i in. It is interesting to note that a BWR/4 fuel rod 
bundle should be completely dry at a 5 percent decay heat 
power level, independent of the inlet vapor velocity, y|_in 

(other than zero inlet flow). Any decrease in inlet jg would 
cause an increase in the exit (superheated) vapor enthalpy and 
thus a decrease in density, so that the exit velocity, y'J,ex, is 

(4g) always higher thany'*cr. 

Figure 6 illustrates a series of runs in which a BWR/4 
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Fig. 3 Typical adiabatic variation of liquid velocity, liquid fraction and 
pressure drop with vapor velocity (air/water) 
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Fig. 4 BWR/4:1 percent decay heat, 90 percent of wall heat to vapor (0 
= 0.1) 
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' BWR / 4 
q"/q"=5% (DECAY HEAT), 
1.4 P/A COSINE 

0 = 0.1 

Fig. 5 BWR/4: 5 percent decay heat, 90 percent of wall heat to vapor 
(/3 = 0.1) 

bundle at 1 percent decay heat power level was evaluated for 
several values of /3, the fraction of wall heat transferred 
directly to the liquid. It can be seen as /3 is increased (i.e., 
more heat is added directly to the liquid), the transition to a 
wavy film occurs at a higher value of jgiin and the (local) peak 

4000 

Ap(n/m') 

2 4 0 0 

8 0 0 

BWR/4 / / , 
Sj'Vq"= I •% (DECAY HEAT) //. 

1.4 P/A COSINE I'
ll, 

0.8 
j * . Jgtin 

1.2 1.6 

Fig. 6 Comparison of the effect of /S on the countercurrent pressure 
drop in a BWR/4 bundle (1 percent decay heat) 

Ap decreases. As discussed previously, this occurs because of 
the effect of vapor superheat ony„iex. 
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Local Heat Transfer Coefficients 
for Condensation in Stratified 
Countercurrent Steam-Water Flows 
A study of steam condensation in countercurrent stratified flow of steam and 
subcooled water has been carried out in a rectangular channel inclined 33 deg to the 
horizontal. The variables in this experiment were the inlet water and steam flow 
rates, and the inlet water temperature. Condensation heat transfer coefficients were 
determined as functions of local steam and water flow rates, and the degree of 
subcooling. Correlations are given for the local Nusselt number for the smooth and 
for the rough interface regimes, and also for the dimensionless wave amplitude. A 
turbulence-centered model is also developed. It is shown that better agreement with 
the data can be obtained if the characteristic scales in the turbulent Nusselt number 
and Reynolds numbers are related to measured interfacial parameters rather than 
the bulk flow parameters. The important effect of interfacial shear, missing in 
previous eddy-transport models, is thus implicitly included. 

1 Introduction 

In a small-break, loss-of-coolant accident in a pressurized 
water reactor, with the main pumps inoperative, the primary 
side of the steam generators go into the reflux condenser 
mode, before the primary pressure falls substantially below 
the secondary system pressure. Condensate then drains back 
through the hot legs toward the reactor. At about the same 
time, the emergency core coolant water is injected into the hot 
legs. Hence, a countercurrent stratified flow of steam and 
subcooled water is set up within the hot leg(s). If the dif
ferential pressure between the reactor upper plenum and the 
hydrostatic leg in the downcomer can be kept sufficiently low, 
the core will not uncover. This is a consequence most devoutly 
to be desired, as the Three Mile Island experience showed. The 
upper plenum pressure is determined by the balance between 
the rate of production of steam in the overheated core, and 
the rate of condensation in the steam generators, hot legs, and 
downcomer. For this reason the study of local condensation 
heat transfer coefficients in stratified countercurrent flow of 
steam and cold water is of considerable current interest. 

Previous Investigations. There are only two studies of 
stratified countercurrent steam-water local condensation rates 
known to the authors. Cook et al. [1] measured condensation 
rates in a nearly vertical (83 deg) flat-plate geometry. Con
siderable entrainment of fluidized droplets was observed in 
the lower portion of the test section at the higher steam and 
water flow rates. Segev et al. [2] estimated local heat transfer 
coefficients, by measuring local bulk water temperatures by 
means of thermocouples set flush into the test section wall, in 
an inclined countercurrent flow of steam and water. Further 
discussion and comparison will be given later. 

2 Experimental Procedure 

The steam-water countercurrent flow contactor is made up 
of three sections, consisting of an upper and a lower plenum, 
together with a test section (Fig. 1). The upper and lower 
plena are designed to insure smooth exit and entry of steam 
and water. The test section is provided with the appropriate 
instrumentation to determine the local condensation rates, 

heat transfer coefficients and interfacial wave amplitude. The 
test section was completely insulated, and pyrex windows 
were fitted into both side plates for visual observation. 

Liquid entry is through a porous stainless steel plate, with 
thickness 2.4 mm and porosity 100 microns. The steam en
trance region in the lower plenum contains a set of screens and 
a perforated plate to establish uniforn flow. In addition, 
honeycomb material is inserted to act as turning vanes 
through the 90 deg bend. The water leaving the test section is 
drained by gravity through a set of fine mesh screens. The 
residual water which has not been thus removed is trapped in 
a small water receptable formed by the side wall and a flow 
divider, and is drained into a holding tank. The water level in 
the holding tank is controlled by a magnetic level controller 
and a solenoid valve. The water circulates through the heat 
exchanger into the water entrance plenum. The inlet water 
temperature can be controlled to any desired temperature by 
means of a heat exchanger. Steam from the building supply is 
throttled down to a slightly superheated temperaure at at
mospheric pressure after removing any condensate in the 
supply line by means of a steam separator. This arrangement 
made it possible to have dry, slightly superheated steam join 
smoothly in parallel flow with the water film at the bottom of 
the test section. The presence of a uniform velocity profile at 
the steam entrance to the test section was verified by elec
trically heated pitot tube measurements. The steam flow rates 
were measured at six stations: 0.22 m, 0.4 m, 0.58 m, 0.76 m, 
0.93 m, and 1.27 m from the steam entrance along the channel 
centerline. This was accomplished by integrating the 

5TEAM INLET 
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measured steam velocity profile at each station, assuming 
two-dimensional flow. The two-dimensionality assumption 
was verified by pitot tube traverses across the width of the test 
section, and the integration method was checked by 
measuring the steam velocity profiles with zero water flow 
across the height of the test section. Upon comparing the 
measured inlet steam flow rate with the calculated local steam 
flow rates, it was found that the deviation was less than ± 2 
percent. The pitot tubes, which were electrically heated to 
prevent steam from condensing inside the tubes, were all 
attached to a common traversing table, allowing them to be 
positioned at selected elevations in the test section within 0.05 
mm. The inlet steam flow rate was calculated from 
measurements of the differential pressure, absolute pressure, 
and the thermodynamic state of the incoming steam, using a 
50-mm inlet steam venturi. The pressure difference and 
absolute pressure were measured with diaphragm-type dif
ferential pressure transducers. The static pressures at the same 
locations as the pitot tubes in the test section were measured 
by wall-mounted pressure taps. Inlet and outlet temperatures 
of the steam and water were measured by using K-type 
(Chromel-Alumel) thermocouples connected to a zero point 
reference junction. The water inlet flow rate was determined 
by measuring the pressure drop across a 32-mm venturi meter. 

The interfacial structure was obtained by traversing 
micrometer-mounted conductivity probes, consisting of a 0.5-
mm stainless steel needle with a sharpened tip, made non-
wetting by application of a teflon coating, except at the very 
tip. The probe was connected to a 12 V d-c circuit, containing 
a trigger circuit. The probe output was quite close to a series 
of step functions, so that a trigger voltage of 6 V was adequate 
to give an accurate local void fraction. Using these probes, the 
mean water layer thickness and the probability density 
function for liquid contact with the probe as a function of 
probe elevation could be measured. This is equivalent to the 
time-average liquid volume fraction, 1 - a, as a function of 
height, where the mean thickness is taken to be at the point 
where a = 0.5. Only the maximum wave amplitude, a, is here 
reported, corresponding to the elevation difference between 0 
and 100 percent probability of liquid contact. The transducer 

signals were fed directly into a PDP-11/34 computer through 
a 16-channel A/D converter, with a usual sampling time and 
sampling frequency of about 10 s and 120 Hz (500 Hz for the 
conductivity probes), and the reduced data were transferred to 
magnetic disks for permanent storage. 

The data are reported here for a test section angle of in
clination of 33 deg to the horizontal at atmospheric pressure. 
The range of test conditions was restricted for two reasons: (i) 
high water and/or steam flow rates produce surface in
stabilities, leading to bridging and/or flooding; (ii) with cold 
water and low steam flow rates, complete condensation 
occurs within the test section, which results in large pressure 
pulses (water hammer). For these reasons, the experimental 
ranges in the present geometry were restricted to: liquid 
Reynolds number 800-5000, and gas Reynolds number 
3000-18,000. The reproducibility of the steam flow 
measurements was checked by duplicate measurements at 
each station on different days, resulting in agreement within 
± 2 percent. 

3 Typical Data 

Typical steam flow rates as a function of axial position are 
shown in Figs. 2 and 3, together with curves obtained by 
fitting a fourth-order polynomial to the data. 

As expected, the steam condensation rates increase with 
increasing steam inlet flow rates, increasing water inlet flow 
rates, and decreasing inlet water temperatures. Little or no 
condensation occurs in the region between the steam entrance 
and the first station (0.22 meters downstream of the entrance) 
in these runs, since the exit water is nearly at the saturation 
temperature. The RT values for the 31 tests conducted varied 
from 0.43 to 1.06, where 

R T = 

hfsWg 
(1) 

For R T > 1, the water has the potential for condensing all the 
steam within the test section, which can lead to bridging and 
water hammer. 

A typical set of velocity profiles along the channel is shown 
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Fig. 2 Axial steam flow rate profile as a function of inlet steam flow 
rate 
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Fig. 3 Axial steam flow rate profile as a function of inlet water flow 
rate 

in Fig. 4. In cocurrent, noncondensing, gas-liquid flows, it 
has been shown [3, 4, 5] that for a wavy interface regime, the 
plane of maximum velocity shifts progressively toward the 
smooth upper wall as the gas flow is increased. The interfacial 
region exhibits characteristics similar to turbulent flow over a 
rough surface. This is not observed in the steam/water ex
periments of this study. At least for the first three stations 
from the steam entrance, the steam/water interface can be 
classified as a rough, pebbly surface, and the steam velocity 
boundary layer at the interface decreases in thickness with 
distance from the entrance. Condensation at the steam/water 
interface accounts for this result. However, the surface is 
smooth, with small two-dimensional waves, at the last two 
stations, and the steam velocity profile is so flat that it is 
difficult to make any judgment as to boundary layer 
thickness. 

Figure 5 shows the distribution of wave amplitudes at the 
five measuring stations. As expected, the wave amplitude is 
largest at the steam entrance region, where the interfacial 
shear stress is largest, and decreases monotonically up the 
channel. Likewise, upon increasing the inlet steam flow rate, 
the wave amplitude increases. Complete data will be found in 
reference [6]. 

4 Data Correlation and Analysis 

4.1 Local Heat Transfer Coefficients. 
transfer coefficients were calculated by defining 
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Fig. 5 Wave amplitude measurement for different steam flow rates 

1.2 

h = 
h '/s dW, 

(2) 
. . - T, dz 

where Tt is the bulk water temperature at the distance z from 
the water entrance, calculated from an energy balance 

T, = TIM + 
(W,-W^)[hfg + Cpl(T^-Thin)} 

cplw, (3) 

dWtldz was calculated by differentiating the fourth-order 
polynomial fitted through the measured steam flow rate data. 
Typical local heat transfer coefficients, shown in Fig. 6, have 
the expected trends. The local heat transfer coefficient 
decreases smoothly from z = L (water exit), where the shear 
stress and wave amplitudes are maximum, towards a 
minimum at z = 0. Increasing the steam flow rate increases 
the heat transfer coefficient. In the tests reported here, h 
varied from about 5 to 25 kw/m2 °C, whereas in a comparable 
study Segev et al. [2] obtained local heat transfer coefficients 
ranging from 8 to 28 kw/m2°C. On the other hand, the data 
of Cook et al. [1] were higher (5-45 kw/m2°C). This is to be 
expected, since the water flow rates were higher (W, = 2.1 ~ 
4.67 kg/m-s versus W, = 0.78 ~ 1.57 kg/m»s in the present 
experiment) and the test section was nearly vertical (83 deg 
inclination versus 33 deg in the present experiments). 

The local Nusselt number can be considered to be prin
cipally a function of the local gas and liquid Reynolds 
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Fig. 6 Axial heat transfer coefficient profile as a function of inlet 
steam flow rate 

numbers, and possibly the liquid Prandtl number, since the 
thermal resistance lies principally on the liquid side. An 
empirical power-law correlation would then be of the form 

Nu = /!,Re/2Re,"3Pr"4 (4) 

The data were separated according to wave structure and 
correlated by least-square fitting, giving the equations 

Nu = 0.173 R e / ^ ' R e / ^ P r 0 - 4 2 (5) 

(smooth interface regime) 

Nu = 3.43xl0-10ReJ,
2-1Re/)-56Pr1-16 (6) 

(rough interface regime) 

The classification of data according to wave structure was 
done mainly by visual observations. Most of the data in the 
smooth interface regime had gas Reynolds numbers less than 
6000. It should be recognized, however, that the range of 
variation of the Prandtl number was at most a factor of three, 
so that no significance is attached to the variation in Prandtl 
number exponent in passing from a smooth to a rough in
terface. The liquid Reynolds number exponent is about 0.5 
for both regions, which is in accordance with the small eddy 
model of Banerjee et al. [7] and Lamont and Scott [8]. The 
important result is the abrupt increase in gas Reynolds 
number exponent from a value near zero for smooth in
terfaces, indicating negligible shear stress effects, to a value 
greater than two for rough interfaces. The wave structure is 
thus controlling when three-dimensional pebbly waves, 
merging eventually into a series of roll waves, are present. 
This result differs from that of Segev et al. [2], who also 
classified their condensation data into several groups, 
corresponding to smooth interface, rough interface, and 
bypass region (flooding). Since none of our data were in the 
flooding region, this last region is not of present concern, 
although a companion paper [9] deals with steam-water 
flooding. In the smooth interface region the findings are in 
agreement, in that the influence of the steam Reynolds 
number is negligible. However, the exponent of the steam 
Reynolds number is greater than two for the rough interface 
region in equation (6), whereas the Segev et al. correlation for 
their region B (corresponding to the appearance of pebbled 
surface and roll waves), with fixed inlet water temperature of 
23°C, was 

Important differences exist in the two experiments, which 
may account for this discrepancy. The aspect ratio and height 
of the test section were 10 and 38 mm, respectively, in the 
present work, as compared to 3 and 51 mm in the cited 
reference. There were also some differences in technique, the 
condensation rate in the Segev work being determined by 
measuring the water temperature with flush-mounted bottom 
thermocouples. Also, the inlet water temperatures, angle of 
inclination and test section lengths differed somewhat. 
Nevertheless, it appears from the present data that the in-
terfacial wave structure controls the transport mechanism 
when significant roll waves are present. We therefore suggest 
that there were significant wave structure differences in the 
two experiments, which may be attributed, in large part, to 
the differing aspect ratios and differing steam-water relative 
velocities at the same values of gas and liquid Reynolds 
number. The latter point is reinforced by the observation that 
at similar gas and liquid Reynolds numbers the heat transfer 
coefficients were 50-90 percent higher in the present ex
periments. Note, however, that even if a different dimen-
sionless gas velocity, such as the Froude number, were used to 
take into account the differing aspect ratios, the exponent on 
the dimensionless gas velocity would remain unchanged. 

A correlation for this geometry encompassing both the 
smooth and rough interface regions can be found by in
corporating another dimensionless group, consisting of a 
dimensionless wave amplitude range, a'. The result is given 
by 

(8) Nu = 9.36x 10-3Re„°-47Re/°-4Pr 0.4 p.0.89,. '0.82 

where a ' = 

\ ° -} 
c (Pi-ps)gJ 

(9) 

The Nusselt number data all lie within a ± 30 percent band 
from this correlation line. This is not unreasonable, since a 
single local Nusselt number correlation is here being applied 
to data from five different axial positions in the count-
ercurrent flow test section. A much smaller spread can be 
obtained if only the data from a single test station are 
correlated at any one time. More complete data can be found 
in [10]. This correlation shows the importance of interfacial 
wave structure, but requires some predictive capability on 
wave amplitude before it can be used. Therefore, the 
measured wave amplitudes were similarly correlated using a 
least-square fitting, giving the equation 

a'=3.03xl0-8Re^85ReS ,OO6Pr"0-23 (10) 

It is seen that the steam Reynolds number has a powerful 
effect on the wave amplitudes, whereas that of the liquid 
Reynolds number is negligible. Upon substituting equation 
(10) into equation (8), one obtains a similar value for the gas 
Reynolds number exponent given in equation (6) for the rough 
interface region. The result can be ascribed to the small 
variation of the gas Reynolds number for the smooth in
terface region data, in contrast to the wide variation for the 
rough interface region. 

4.2 Interfacial Shear Stress. The interfacial shear 
stresses were calculated, using measured steam flow rates, 
pressure gradients, and water layer thicknesses, and assuming 
that the flow is steady, incompressible and nonentraining. 
The temperature of the vapor phase is assumed to be the 
saturation temperature. The momentum balance for the 
control volume on the steam side gives 

T j -
d 

dx L" puldy + U; 
dw 

-(H-5) 
dx 

pgsmd(H-5) 

dPjL 
dx 

•Tb (11) 
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Hanratty and Engen [3] found, for the fully developed flow of 
a horizontal, stratified, turbulent gas and liquid, that the 
velocity profile in the gas phase near the wall was unaffected 
by the presence of the moving liquid phase. Therefore, the 
wall shear stress at the gas phase may be calculated from the 
Blasius equation for the friction factor in turbulent flow 

fb= 0.079 Re, (12) 

The results, shown in Fig. 7, show that the interfacial shear 
stress increases with increasing steam and liquid flow rates 
and decreasing liquid temperature, in a similar fashion as the 
condensation rate. This suggests that the interfacial shear 
stress and the condensation rate may be governed by the same 
mechanism. Linehan [11] proposed a simple relationship for 
the interfacial shear stress in the presence of mass transfer ' 
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Fig. 10 Comparison with other equations for turbulence-centered 
model 

L =1_ ± 
J i,a J i,a 

which is equivalent to 

Ti = f,> - «g dx 

(13) 

(14) 

This relationship indicates that the interfacial shear stress in 
the presence of condensation is simply augmented by an 
amount equal to the condensation rate times the average 
vapor velocity, where the interface has been neglected in 
comparison with the vapor velocity. A more exact expression 
would thus be 

• ( " * - " / ) • 

dWa 

dx 
(15) 

For this turbulent liquid flow with wavy interface, the in
terface velocity is assumed to be the average liquid velocity. 
The friction factor, /,-_„, in the absence of condensation was 
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calculated from the correlation suggested by Linehan [11], 
who used Cohen's data [12], despite the fact that they were 
obtained for cocurrent flow. This is allowable since the 
adiabatic shear stress was much smaller than the con
densation-induced shear stress in the present steam-water 
flows. This correlation may be written as 

/,-„ =0.23 XlO-5Re, + 0.0131 forRe,>340 (16) 

where 

Pgug
2/2 

The present data are compared with this model (Fig. 8). The 
results are in good agreement with the values predicted by this 
modified model, substantiating the assumptions. 

4.3 Turbulence-Centered Model. It is interesting to see 
whether a turbulence-centered model for steam condensation 
can be developed, which is similar to those which have been 
presented for absorption of slightly soluble gases at smooth 
interfaces of cocurrent flows of gases and turbulent liquids. 
Several turbulent gas absorption models relating the mass 
transfer coefficient to the local turbulent properties have been 
suggested for different Reynolds number ranges [8, 13]. 
Brumfield, et al. [14] and Theofanous et al. [15] presented a 
synthesis of the large-eddy model [13] (energy-containing 
motions) and the small-eddy model [8] (energy-dissipating 
motions). In terms of the analogous dimensionless heat 
transfer equations [16], the correlation is 

Nu,=0.25Re? / 4Pr1 / 2 Re,>500 (18) 

= 0.7F(ae)Re,1/2Pr1/2 Re,<500 (19) 

Evaluation of the model depends on the accuracy with which 
the turbulent velocity and length scales, u, and X,, can be 
predicted. For horizontal cocurrent steam-water flow, the 
scales used in gas absorption [15], u, = 0.3 ut and X, = 5 
(water thickness), result in a good fit of the measured h and 
the value predicted by equation (18) [16], However, for 
countercurrent steam-water flow in an inclined channel, the 
comparison between measured and predicted values reveal 
large discrepancies, as shown in Fig. 9. Appropriate values 
are difficult to define for the turbulent intensity, «,, and 
turbulent length scale, Xr, due to the highly agitated steam-
water interface and large condensation rates, which affect the 
interfacial shear stress. This is not considered explicitly in the 
turbulence equation. 

Considering the strong effect of the sheared and disturbed 
interface on the turbulence properties, the turbulent velocity 
and length scales may be defined in terms of interfacial 
parameters as follows 

«, = « , = V ^ P (20) 

\,=a (21) 

An improved correlation, using these interfacial scales, is 
shown in Fig. 10, and is expressed as follows 

Nu, =0.061 Re,112Pr0-5 (22) 

The dependence upon the turbulent Reynolds number has 
been increased compared to the smooth-interface, eddy-cell 
models. This is reasonable, however, since the influence of the 
gas Reynolds number, which is crucial for the rough interface, 
appears only in the length and velocity scales. This implies, in 
turn, a larger Reynolds number exponent. The square-root 
dependency of the Prandtl number is considered to be for
tuitous. This correlation is compared in Fig. 10 with the 
turbulence equation (18) and the Jensen [17] correlation for 
cocurrent steam-water flow. Linehan [11] suggested that the 
Stanton number for condensation of steam at the surface of 

cocurrent-flow water layer was a constant, based upon the 
hypothesis of constant eddy diffusivity. Jensen [17] argued 
that the appropriate constant grouping was St Pr 0 5 , based 
upon an examination of some gas absorption data, together 
with his own cocurrent steam-water data. In either case the 
Nusselt number is then proportional to the Reynolds number. 
As noted above, the range of Prandtl number in the present 
steam-water data is too narrow to allow meaningful deter
mination of the Prandtl number exponent, but the Reynolds 
number exponent is greater than one, as expected. This is 
because the influence of the steam flow on the interfacial 
transport and wave structure is greater in countercurrent flow 
at an inclination of 33 deg than in horizontal cocurrent flow. 
The increase in Reynolds number exponent for the Linehan 
model over that for the model of Brumfield et al. can be 
attributed to the dominant effect of the interfacial con
densation on the interfacial shear stress, and hence on the 
Stanton number. The Brumfield et al. equation was based 
entirely on data for the absorption of slightly soluble gases, 
where such an effect would be negligible. Note that the very 
weak (or zero) dependence of the Stanton number on the 
Reynolds number implies that the choice of turbulent length 
scale has little effect. On the other hand, the frictional 
characteristics come into play in the choice of the velocity 
scale. 

5 Concluding Discussion 

Local heat transfer measurements in inclined stratified 
countercurrent flow of steam and cold water have shown that 
in all cases the local heat transfer coefficient increases with 
distance from the water inlet. This coincides with the 
development of interfacial waves, pointing to the strong 
influence of turbulence generated by the interfacial waves, 
which completely dominates the normal growth of the 
thermal boundary layer in the liquid. Empirical correlations 
have been given for the heat transfer coefficients in the 
smooth (capillary waves) and rough (pebbly three-
dimensional waves or roll waves) regimes. Measurements of 
maximum wave amplitude have also been performed, using 
conductivity probes, and have been also correlated. The 
powerful effect of the steam Reynolds number in the rough 
regime, particularly near the steam entrance, is shown in these 
correlations, and indicates the importance of interfacial 
shear, as well as form drag, in enhancing the heat transfer. To 
obtain the interfacial shear, a simple model due to Linehan, 
with slight modifications, shows good agreement with the 
data. An alternative approach for the heat transfer coefficient 
uses turbulence scales, consisting of the wave amplitude and 
the friction velocity, to formulate the correlation. This ap
proach appears promising, since it employs scales which are 
local to the interfacial region, but needs further development 
and testing. 
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Stability of Steam-Water 
Countercurrent Flow in an Inclined 
Channel: Flooding1 

Flooding of stratified countercurrent steam-water flow in nearly-horizontal and in 
inclined flat-plate geometries is investigated. An envelope theory for onset of 
flooding in inclined stratified flow is developed, which agrees better with the ex
perimental data than other theories. In addition, some basic flow parameters, such 
as mean film thickness and interfacial friction factor in the roll-wave regime {near-
flooding) have been measured. Empirical correlations for these parameters were 
sought, which are essential in the flooding analysis. 

Introduction 

During a postulated loss-of-coolant accident (LOCA) in a 
pressurized-water reactor (PWR), countercurrent flow of 
steam and cold water may take place either in a vertical tube 
or in an inclined channel when the emergency core cooling 
(ECC) water is injected into the reactor vessel. The stability of 
this flow is a matter of concern, particularly if it limits 
delivery of water to the hot reactor core. 

Two important instabilities have been observed in inclined 
countercurrent flow of steam and cold water [1]: con
densation-induced waterhammer and flooding. Water-
hammer will be discussed in detail in a following paper [2]. 
The onset of flooding (sometimes called "countercurrent flow 
limitation" (CCFL)) corresponds to the limiting condition 
where the flow rates of neither the gas nor the liquid phase can 
be increased further without altering the flow pattern. 
Various authors have given different definitions of flooding, 
but the flooding point generally refers to the onset of 
flooding. On the other hand, we may define the flooding 
range as the range from 100 percent to 0 percent downward 
delivery of the entering liquid. Most small-scale studies of 
flooding have dealt with vertical annular flow, but stratified 
flow occurs in a number of applications, such as in the PWR 
hot leg in a small-break accident. Further, the relative sim
plicity and flexibility of inclined-channel flooding may lead to 
important additions to our understanding of the flooding 
process. This flexibility results from the independent 
variations of void fraction, aspect ratio and inclination angle 
which are possible in this mode. 

The present study deals with stratified steam-water flow in 
rectangular ducts at various angles to the horizontal. A 
flooding analysis based on the envelope of possible operating 
lines, using hydrodynamic and energy equations for inclined 
countercurrent flow, is presented and also compared with the 
data for the onset of flooding. In addition, some key flow 
parameters, such as mean film thickness and interfacial 
friction factor, were measured in order to furnish empirical 
correlations for the flooding analysis. 

Experimental System and Procedure 

A schematic diagram of the experimental apparatus is 
shown in Fig. 1. It includes a test section, two water storage 
tanks, heat exchanger, and two circulating pumps. The test 
section is a rectangular channel approximately 2.13-m long 
and 0.38-m wide with adjustable depth. The distance between 
the water inlet and outlet is 1.27 m. The test section has its 

d > 

(P) Pressure © Flow Rate 

© Temperature (5) Film Thickness 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Phoenix, Arizona, November 14-19, 1982. 
Manuscript received by the Heat Transfer Division November, 5, 1982. Paper 
No. 82-WA/HT-6. 

Fig. 1 Schematic diagram of experimental apparatus: (a) bypass 
liquid outlet; (b) divider wall; (c) honeycomb; (d) perforated plate; (e) 
journal bearing; (/) auxiliary drain; (g) level meter; {It) guide vane; (/) 
pump; (/') control valve; (k) storage tank; (f) heat exchanger; (m) solenoid 
valve; (n) water holding tank 

own support system which permits any inclination between 0 
and 90 deg. Two channel depths (H = 0.076 m and 0.038 m) 
and three inclination angles (0 = 2.9, 4.5 and 33.5 deg from 
the horizontal) were employed. Measurements of tem
peratures, pressure drops, flow rates, and film thicknesses 
were made. Details on the apparatus and measurements are 
found elsewhere [1, 3]. A summary of the experimental 
parameter ranges in the present study is given in Table 1. 

The data for onset of flooding were obtained by increasing 
the steam flow rate at a given water flow rate. Most water 
flow rates under investigation lay in the turbulent region in 
order to maintain uniform liquid film thicknesses across the 
width of the channel. The onset of flooding was determined 
mainly by visual observation, but occasional checks by means 
of pressure drop measurements were made to assure the 
reliability of the data. 

Measurement of Basic Flow Parameters 

It is important to have some understanding of basic flow 
parameters in countercurrent flow when investigating 
flooding, partly because some empirical information is 
essential, and partly because sudden changes in the flow 
parameters represent a flow regime transition which in many 
cases can be identified with flooding. Therefore, some ex
perimental results for key parameters will be presented here. 
These were measured in a nearly horizontal countercurrent 
flow ( / /= 0.076 m and 6 = 4.5 deg). 

Pressure Drop. Pressure drop has always been a good 
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Table 1 Summary of experimental conditions for figures and correlations 

Measurements 
Geometrical conditions 
H(m) 6 

Experimental condition 
Liquid flow Vapor flow Result Note 

Pressure drop 0.076 4.5 W, i n =2.19 •'/.in 
kg/ms 

up to the onset 
of flooding 

Fig. 1 

ean film 
thickness 

0.076 

0.076 

0.076 

4.5 

4.5 

4.5 

600 ̂ R e / S 9600 

1400 < R e y < 12000 

lSOO^Re/S 11000 

no steam flow 

23 ,000<Re g <Re | 

Re*<Reg<51,000 

eq.(3) 

eq.(5) 

eq. (6) 

smooth 
film 

three-dimensional 
wave region 

roll-wave 
regime 

Interfacial 
friction factor 

0.076 

0.076 

4.5 

4.5 

2000 < R e y < 12000 

2000 rS Re, < 12000 ;/ = 

23,000 < R e „ < Ret 

Re* < Re. =£51,000 

Fig. 5 

eq. (9) 

three-dimensional 
wave region 

roll-wave 
regime 

Onset of 
flooding 

0.076 
0.038 

4.5,2.9 
4.5,33.5 

Figs. 6, 7 
Fig. 6 

indicator for predicting flow pattern changes, either in 
adiabatic or in condensing flows. In steam-water, coun-
tercurrent flow, the interface becomes more disturbed, due to 
condensation, than in air-water flow, so that visual ob
servation alone cannot allow an accurate detection of the 
onset of flooding. Pressure drop measurements were em
ployed, together with visual observations, in order to 
determine the onset of flooding in the present study. 

The vapor phase momentum balance, from equation (Al) 
leads to 

AP. 

(I) 

7ia "T" 7w 

(H-S) 

(II) 

dx-
WpdWP 

(III) 
5)2 (1) 

with the expression for the interfacial shear stress for the 
condensing flow due to Linehan [4] 

T^rta + d/g + UAldWg/dx) (2) 

Of these three terms, the gravity term (I) is usually negligible 
compared to the other two terms. There is an increase in 
pressure due to the loss of vapor phase momentum by con
densation, which monotonically increases to an asymptotic 
value as the vapor flow rate is increased. Therefore, the 
pressure drop is at first negative, decreasing in the low steam 
flow region with increasing steam flow rate because the 
pressure gain term (III) is dominant in this region. However, 
when the steam flow approaches the flooding velocity, the 
frictional loss term (II) begins to rise sharply because of the 
build-up of roll waves. Thus the pressure drop exhibits a 
sharp increase near the flooding point, becoming strongly 

60 

40 

20 

°- o < 

-20 

-40 

-60 

Fig-

P = I atm 

H = 0.076 m 

L = 1.45 m 

6- 4.5° 

Wfin= 2.19 kg/sm 

°-' °-8Dn°-3 °-4 0.feD 0.6 0.7 9 ' 

on can 

- o T, fin '98.0X 
• T f l n . 7 l . 3 t 
A T f i n -- 39.5°C 

— Components in eq.(l) for Tfjn= 71.3 C 

2 Pressure drop in steam-water countercurrent flow 

positive. The steam flow rate at the minimum pressure drop 
corresponds to the point of inception of roll waves on the 
interface. Typical pressure drops are shown in Fig. 2. 

Mean Film Thickness. The relative fractions of contact 
time between the tip of a needle probe and the gas phase were 
monitored while traversing the tip from the minimum wave 
height to the maximum, as shown in Fig. 3. The mean film 
thickness was then obtained by integrating the curve con
necting these data points. It can be seen in Fig. 3 that the gas 
Reynolds number does not affect the mean film thickness 

Nomenclature 

D* = 
f = 

H = 
h = 

'/« = 
J = 

J* = 
L = 

Nm = 

Nu = 
Pr = 
Re = 

Re; = 
St = 
u = 

dimensionless length scale 
friction factor 
channel depth (m) 
heat transfer coefficient 
(kW/m2K) 
latent heat (kJ/kg) 
superficial velocity (m/s) 
modified Wallis parameter 
channel length (m) 
modified two-phase Grashof 
number 
Nusselt number, hxlkf 

Prandtl number, vflaf 

Reynolds number, W/fx 
critical gas Reynolds number 
Stanton number, Nu/(PrRe^) 
velocity (m/s) 

W = mass flow rate per unit width 
(kg/ms) 

Greek Letters 

a — void fraction or thermal 
diffusivity (m2/s) 

(3 = ratio of interface velocity to 
average liquid velocity 

5 = mean film thickness (m) 
6 = inclination angle 
ix = viscosity (Ns/m2) 
v = kinematic viscosity (m2/s) 
p = density (kg/m3) 

p* = density ratio, pg/p/ 
a = surface tension (N/m) 
r = sheaf stress (N/m2) 

Subscripts 

a = adiabatic 
/ = liquid 
g = gas 
/ = interface 

in = inlet 
k = govf 
L = total length 

out = outlet 
5 = saturation 
w = wall 
x = coordinate 

Superscripts 

* = dimensionless 
- = average 
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Fig. 4 Mean film thicknesses for three distinct regimes in a nearly 
horizontal flow 

significantly, despite the fact that the interface becomes 
rougher with increasing gas flow rate, so long as the three-
dimensional wave regime is maintained. 

Three distinct film regimes were identified visually: smooth 
film, three-dimensional wave, and roll wave. For the smooth 
film regime, where the liquid film flows down alone, the 
dimensionless mean film thickness can be correlated as 
follows 

(3) 600 < R e 7 < 9600 5* =0.208 R e / 6 3 5 

where the dimensionless film thickness is defined by 

8' = 5 fes in0(p / -p , ) P / / A l / ] 1 / 3 (4) 

For the rough film regime, two different correlations were 
obtained, which reflects the experimental result in this range 
that the effect of the upwards gas flow on the mean film 
thickness is negligible. For the three-dimensional wave regime 

S* =0.229 Re/-633 1400 < R e r < 12,000 (5) 

For the roll wave regime, 

5* =0.334 R e / 6 0 3 1800 < R e 7 < l 1,000 (6) 

The experimental results on the mean film thickness are 
shown in Fig. 4. The dimensionless mean film thicknesses 
with countercurrent gas flow increase by approximately 10 
and 20 percent, respectively, for the rough three-dimensional 
wave and roll wave regimes over the smooth film thickness 
without gas flow. Thus the presence of the upwards gas flow 
does not alter significantly the liquid film thickness in nearly 
horizontal countercurrent flow, except close to the flooding 
condition. 

Interfacial Shear Stress. From the momentum balance for 
developed gas flow in the absence of mass transfer, it follows 

) ( / / - 5 ) -pgg(H—8)sind (7) 

Thus, the adiabatic interfacial friction factor, fia, defined by 

J ia 
2T„ 

(8) 
P,([>g + £/,)2 

can be determined by measurements of pressure drop and 
mean film thickness. One may use the Blasius equation for the 
evaluation of the wall friction factor in equation (7) based on 
the experimental result of Hanratty and Engen [5] that the 
wall shear stress in the gas phase is not affected significantly 
by the presence of the moving interface for a turbulent gas 
flow over a liquid film. 

Figure 5 shows the interfacial friction factors for nearly 
horizontal steam/saturated-water countercurrent flow. It was 
found that the interfacial friction factor for the three-

f; 
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Fig. 5 Interfacial friction factors measured in nearly horizontal steam-
saturated water countercurrent flow 

dimensional wave regime is of the same order of magnitude as 
for the smooth film regime, but that it is strongly dependent 
upon the gas Reynolds number, as well as the liquid Reynolds 
number, for the roll wave regime. The interfacial friction 
factor during the build-up of the roll waves, which is closely 
related to the limit of countercurrent flow, can be correlated 
by the following equation 

fia = 0.012 + 2.694 x 10-4(Re//1000)L534(Re^ - Re|)/1000 

(9) 
where Re | represents the critical gas Reynolds number as a 
function of liquid Reynolds number for the transition to the 
roll wave regime in this geometry. 

Re; = 1.837 xl05Rey-°-184 (10) 

It should be recognized that a dimensionless interfacial 
relative velocity may be a more appropriate number than the 
gas Reynolds number to characterize these transitions. 

Interfacial shear stresses for fully developed roll waves are 
difficult to measure because of the significant entrainment of 
liquid droplets torn from the tips of the waves. Nevertheless, 
it is thought that the interfacial friction factor may be 
described by equation (9) reasonably well, since it is observed 
that the frequency of the roll waves continues to increase up to 
the flooding point as the gas flow rate is increased beyond the 
inception of entrainment. 

Flooding Analysis 

Several different viewpoints have been expressed for 
analytical models, which are described in some detail by 
Bankoff and Lee [6]. The envelope theory considers flooding 
to be the limiting condition for countercurrent flow, which 
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can be described by the locus of tangents in the (/*, J*) plane 
to the operating lines for constant void fraction, based on the 
steady hydrodynamic equations. The envelope thus separates 
the attainable and unattainable regions for countercurrent 
flow. This theory, suggested originally by Wallis [7], and then 
employed by Bharathan et al. [8] and Dobran [9], has been 
modified to account for the effect of inclination angle and 
condensation in the present study. 

Flooding equations based on this modified theory are 
derived in detail in the Appendix. In this analysis, a modified 
Wallis parameter, which considers the effect of inclination 
angle, was introduced 

=Jk\ 
Pk 

(11) 
.2gHsmO(pj—pg)J 

where the hydraulic diameter of the test section is chosen as 
the length scale. 

Flooding equations (A5) and (A10) contain the interfacial 
friction factor, / ,„ , which must be obtained empirically. Two 
empirical correlations were employed. For nearly horizontal 
inclinations, the following equation, which is combined from 
equations (6) and (9) was developed 

fia = 0.012 + 6.091 X 10 ~8(1 - a)2-544Nmf
0-848 

• [NmgJ*,g - 1 Ml(NmfJ*mf) -° ' 8 4 ] (12) 

where the modified, two-phase Grashof number is defined by 

Nmk = [2gHhmdPk (pf-Pg)/ti
2

kV
n (13) 

For a moderately steep inclination, the empirical correlation 
presented by Bharathan et al. [8] was modified by employing 
the effective gravity component in the definition of the 
Laplace capillary length scale. It is argued that the interfacial 
structure may not be altered significantly by the inclination 
angle, except for nearly horizontal angles. Thus, the results 
lead to 

fia =0.005 +A(D*/2)B{\-^)B (14) 

where the coefficients, A and B, are given by 

l o g / l = - 0 . 5 6 + 9.07/Z>* (15) 

£=1 .63 + 4.74/7?* (16) 

and 

D*=2H[(pf-pg)gsmd/cj]m (17) 

For the evaluation of the wall shear stress in the steam phase, 
the Blasius equation was employed, as mentioned earlier. The 
calculation of the liquid wall shear stress requires knowledge 
concerning the turbulent behavior of the film. Utilizing von 
Karman's universal velocity distribution, the equation for the 
friction factor can be expressed as follows 
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1.0-3.0. = 2.5. In Wf) J5! 
Re/ 

(18) 

In countercurrent flow, the velocity profile of the liquid film 
is distorted near the interface due to the upwards gas flow. 
However, the use of equation (18) should not produce a 
significant error in the wall friction because of the thin in
terface layer. 

For flooding in a condensing flow, the heat transfer 
analysis of countercurrent steam-water flow is included in the 
Appendix. Therefore, if a specifically pertinent correlation 
for the heat transfer coefficient is available, the flooding 
velocity in a condensing flow can also be predicted. 

Visual Observations for Onset of Flooding 

Visual observations made in flooding tests show that the 
flooding characteristics appear to vary from one geometrical 
condition to another. When the channel depth was 0.038 m 
and the inclination angles were 4.5 and 33.5 deg, the onset of 
flooding was clearly marked by the formation of water slugs 
and bridging. As a preliminary to slug formation, a rough 
thick liquid film developed, with well-developed roll waves 
superimposed on the three-dimensional pebbly interface 
which caused considerable augmentation of the interfacial 
shear stress. The water slugs, which originated at the water 
exit, then propagated backwards with increasing steam flow 
rate, followed by rupture of the interface and bridging in the 
middle of the test channel. During slug propagation, the flow 
could be characterized as an oscillatory plug flow with 
continuous entrainment of water droplets. However, for 
relatively high water flow rates, the transition to flooding 
occurred very rapidly with a small increase of the steam flow 
rate after the formation of water slugs, and thus it was hard to 
distinguish between the point of slug formation and the 
flooding threshold. For H = 0.076 m and 0 = 4.5 and 2.9 
deg, roll waves also appeared when the flooding point was 
approached. Similarly, slugs were formed at the water exit of 
the test channel, but no backwards propagation of a slug was 
observed. Instead, the slug grew to a height several times the 
mean film thickness, and a mist of water droplets was en
trained from the tops of the water slugs. This resulted in an 
oscillatory plug flow, owing to the internal circulation of 
water droplets deposited onto the liquid film. Consequently, 
the onset of flooding for H = 0.076 m appeared to be not so 
abrupt as that for H = 0.038 m. 

Results and Discussion 

Comparisons of the flooding data with the envelope theory 

716/Vol. 105, NOVEMBER 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



* E 

1.7 

1.5 

1.3 

I.I 

0 .9 

0.7 

0.5 

-

-*h 

f 

b _ _ _ _ 

a 

i 

^ ^ ^ Q O o o o 

Tf,in 

H 

-4 

o o 

= 

= 

99 °C 

0.076 m 

4.5° 

b 

. c 
= = e d 

~ a 

• f 

0.1 0.2 0.3 0.4 0.5 0.6 
1/2 

Jmf 
Fig. 8 Comparison of various analytical models with flooding data for 
nearly horizontal flow: (a) Present theory; (b) Taitel and Dukler [14]; (c) 
Gardner [15]; (d) Wallis and Dobson [13]; (e) Mishima and Ishii [11]; (f) 
Kordybanand Ranov[12] 

are shown in Fig. 6. Good agreement is seen for both the steep 
and the nearly horizontal inclinations. It is not surprising that 
the modified correlation (14) appears to be valid for inclined 
countercurrent flow, because it turns out that the flooding 
curve calculated with equation (14) for the nearly vertical 
inclination is very close to that for the present steep angle 
(33.5 deg). This indicates that the dimensionless velocity 
defined by equation (11) may incorporate the gravity effect 
well for steep angles. However, for moderately-inclined or 
nearly horizontal flow, the dimensionless gas flooding 
velocity generally rises as the inclination angle decreases. This 
rise seems to be related to the (gsind)'W2 term in equation 
(11), since the dependence of the superficial gas flooding 
velocity on the inclination angle appears to be not significant 
so long as the void fraction is large enough. The channel 
depth may change the dimensionless gas flooding velocity, as 
seen from the experimental data for H = 0.076 m and 0.038 
m at 6 = 4.5 deg. Some difference in Jmg between H = 0.076 
m and 0.038 m may be noted. Recent observations by Bankoff 
and Lee [6] show that the dimensionless gas flooding velocity 
decreases monotonically at a fixed liquid velocity in vertical 
annular flow with increasing tube diameter, but the effect is 
not significant for large tube diameters. A similar result may 
also hold for inclined stratified flow. 

Figure 7 shows the influence of the liquid inlet temperature 
on the flooding velocity. There are only small deviations 
between condensing and adiabatic flows. In the present test 
section, the exit water temperature reaches nearly saturation, 
regardless of initial subcooling. Thus, the water inlet tem
perature plays an insignificant role in altering the vapor 
flooding flux. This result agrees with the observation by 
Wallis et al. [9] that the onset of flooding in vertical con
densing flow may be considered to be hydrodynamics-limited, 
rather than heat-transfer-limited. 

The effect of water inlet temperature can also be described 
by the envelope theory. When the water exit temperature rises 
to saturation, the flow rate approaches a limiting value, (1 + 
^0 Jmf,in- The dimensionless condensation rate, dJmg/dx*, 
becomes very small, as seen from equation (A7). Therefore, it 
can be neglected compared to the other terms in the flooding 
equations (A5) and (AlO). Thus, it may be concluded that the 
initial subcooling has an unimportant effect on the vapor 
flooding flux in a long channel, as in the present system. 
However, this is true only for bottom flooding. If top 
flooding takes place, as in vertical annular flow with upper 
head injection, the condensation effect will be an important 
factor. This case can also be predicted by the envelope theory, 
wherein the dimensionless condensation rate term becomes 

important in equation (A5), partly because of higher heat 
transfer coefficient and also partly because of low value of x* 
in equation (A7) for top flooding. 

Comparison With Slug Formation Models 

The formation of a water slug was observed at the bottom 
just before the onset of flooding in nearly horizontal coun
tercurrent flow. Therefore, it is interesting to compare the 
present data with the slug formation models proposed by 
several investigators. Five theoretical studies on this subject 
are available to compare directly with the flooding data: 
Mishima and Ishii model [11], Kordyban and Ranov model 
[12], Wallis and Dobson model [13], Taitel and Dukler model 
[14] and Gardner model [15]. These studies apply to cocurrent 
horizontal flow, but can be extended to nearly horizontal 
countercurrent flow with minor modifications [1]. 

It is shown in Fig. 8 that the onset of flooding in nearly 
horizontal flow can be successfully predicted by the following 
three models: Mishima and Ishii model [11], Wallis and 
Dobson Model [13], and Gardner model [15]. It is interesting 
to note that these three models are based on quite different 
assumptions. The first model employs the concept of the most 
dangerous wave, which implies that the finite-amplitude wave 
with the largest growth rate is responsible for slug formation. 
The second model is derived semi-empirically, using Kelvin-
Helmholtz theory for the stability of a small amplitude wave. 
Finally, the third model focuses on energy transfer from the 
mean gas flow to produce the instability. On the other hand, 
the prediction by the Taitel-Dukler model [14] results in a 
much higher flooding curve. This discrepancy may be at
tributed to ignoring the frictional loss at the interface in the 
Bernoulli-type equation. If the interfacial shear were taken 
into consideration in calculating the gas pressure at the wave 
crest, the prediction would be closer to the flooding data. The 
Kordyban-Ranov theory [12] predicts a considerably lower 
flooding curve compared to the experimental data. This seems 
to be partly because the critical wavelength, which was 
estimated to be 0.025-0.050 m from their cocurrent-flow 
experimental observations, may change significantly in nearly 
horizontal countercurrent flow. It thus seems likely from this 
comparison that the slug formation model in cocurrent 
horizontal flow can be successfully employed for the 
prediction of the onset of flooding in nearly horizontal 
countercurrent flow, after suitable modifications. 

Summary and Conclusions 

Flooding in inclined stratified countercurrent flow has been 
investigated. An envelope theory, which is based on the 
hydrodynamic and energy equations for the onset of flooding 
in a condensing flow, is developed and found to agree very 
well with the data. Various slug formation models are also 
compared with the present data. A noteworthy result is that 
some of these models, which were developed basically for 
horizontal cocurrent flow, can also be employed to predict the 
onset of flooding in nearly horizontal countercurrent flow. 
Condensation has little effect on the onset of flooding if 
flooding is initiated at the bottom of the tube. Measurements 
of some key flow parameters have been made in nearly 
horizontal countercurrent flow. The mean film thicknesses in 
countercurrent flow increase only slightly compared to those 
without upwards gas flow, depending upon the interfacial 
wave regime. The interfacial friction factor for the roll-wave 
regime (near-flooding) in nearly horizontal flow is strongly 
dependent upon both liquid and gas Reynolds numbers, 
whereas for the three-dimensional wave regime it is of the 
same order of magnitude as for the smooth film regime. 
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A P P E N D I X 

The flooding equations based on the envelope theory will be 
derived in this section. 

Hydrodynamic Equations 

Under the assumption that the flow is one-dimensional 
without any entrainment, the momentum balances for the gas 
and liquid phases can be written as follows 

dP 
rwg + n - {H- 8) —± + pgg ( / / - 5)sin0 dx 

-î ..̂  (Al) 

dP f dWf 
•W-r,-S^ +PfgMnO=fx(WfOf)-Ui^- (A2) 

dx 

From a mass balance, it follows that 

dWf __ dWg 

dx dx 
(A3) 

From the normal momentum jump balance, neglecting the 
curvature of the interface and the normal component of the 
liquid momentum flux, the pressure discontinuity due to the 
condensation at the interface becomes 

Pr-P. i (dwgy 
p„\ dx • / 

(A4) 

Eliminating the pressure gradients in equations (Al) and 

(A2) with equation (A4), and then substituting equation (A3), 
the following dimensionless equation is obtained 

F=fwgf
2
f/cJ +fwfJ'2f/{\ -cv)3 

' f'a -Vr„g/a + (lp*W2J*m//(l-a)]2 

a(l — a) 

2{H/L)\ {1" X)Jlg+2p 
J* 
u m 

•nf 

(l-a)2 

+ 2{H/L)2(d2J'ng 

\ dx* )](£) 1=0 (A5) 

where/wg and/ l v / are the wall friction factor for the steam and 
liquid side, respectively. In equation (A5), /3 denotes the ratio 
of the interface velocity to the average liquid velocity, which, 
following Hewitt and Walls [16], may be taken to be unity 
when flooding takes place. However, this has a negligible 
effect on the flooding solution, since the first term in the 
brackets of the interfacial shear term is much greater than the 
second term. 

Heat Transfer Equations 

From the definition of the heat transfer coefficient and the 
energy balance for the liquid film [1], one obtains 

h = 
CpiWj 

(\+K)Wm 

or in dimensionless form 

W, (£0 
dJ* 1 
-£*• = — (l/p*)1/2St[(l +K)J?„fM -J*mf] 

(A6) 

(A7) 

where K is the dimensionless subcooling number, defined by 

K=Cpl(Ts-TfM)/ifg (A8) 

Upon differentiating equation (A7) with respect to x* one 
obtains 

d2J* 
(A9) 

One notes that the condensation rate term in equation (A5) 
consists of three terms: vapor momentum change, liquid 
momentum change and momentum transfer at the interface. 
However, the last two terms can be neglected compared to the 
first term, as can be seen from equation (A5), since p* < < 1 
and (H/L) < < 1. The effect of the vapor momentum term on 
the flooding solution depends upon the magnitude of 
dJ*„g/dx*. From equation (A7), however, one can see that 
dJ*mgldx* is, in general, small, since J*mj is almost identical to 
(l+K)J*„fin when the temperature at the liquid exit ap
proaches saturation. Thus, one may expect that the solution 
for bottom flooding in a condensing flow is to be very similar 
to that in an adiabatic flow. 

Flooding Analysis 

The envelope which represents a limiting curve separating 
the operating region from an unattainable region for coun
tercurrent flow, can be described by the locus of tangents in 
the (J*ng, J*nf) plane to the operating lines for constant void 
fraction. Thus the flooding solution in stratified flow can be 
deduced from equation (A5) and its derivative with respect to 
a by eliminating the void fraction 

F(Jfng,J*,f,a) = 0 

* dF 

G(J*ng,J,„f, a)= — = 
da 

0 

(A5) 

(A10) 

Since both equations, (A5) and (A10), are nonlinear in a, the 
solution is determined numerically by a generalized Newton 
method. 
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Reflux Condensation and 
Transition to Natural Circulation in 
a Vertical U-Tube 
Reflux and natural circulation condensation in vertical inverted U-tube steam 
generators form an important heat removal mechanism for nuclear reactors in 
certain accidents. As a first step in understanding the behavior of such steam 
generators, condensation was studied in a single vertical tube with a cooling jacket. 
Steam was fed into the tube from an inlet plenum and condensed in the jacketed 
region. The inlet and outlet pressures and cooling jacket conditions were controlled 
to give well-defined boundary conditions. The amount of steam condensed and the 
flow patterns obtained were determined. The steam flow rate into the tube initially 
increased with pressure differences between the inlet and outlet plenums. The 
condensate ran back to the inlet plenum countercurrent to the steam flow (reflux 
flow). At a certain pressure difference, no further increase in steam inlet flow rate 
was observed though pure refluxing was maintained. Instead, a column of liquid 

formed above the two-phase condensing region. The length of this column increased 
as the pressure difference was increased. At a sufficiently large pressure difference 
the liquid column carried over the top of the vertical U-bend and there was a 
dramatic change in flow regime to natural circulation condensation in which the 
bulk of the condensate flowed cocurrently with the steam. The behavior of the 
system was explained by postulating that "flooding" conditions were reached at the 
inlet when the pressure difference became large enough for a liquid column to form 
above the condensing region. A small perturbation analysis of the stability of the 
condensing and liquid column regions was done using a lumped parameter ap
proach and constant pressure boundary conditions. Experimental results on the 
frequency of oscillations in a single tube followed the qualitative trends predicted by 
the linear analysis, but the predicted frequencies were about twice as high as those 
observed. 

Introduction 

Steam generators in pressurized water reactors may act as 
important heat sinks in certain postulated accidents, such as 
small break loss of coolant accidents and anticipated tran
sients without scram. To illustrate the importance of this heat 
removal process, consider a situation in which heat (perhaps 
at decay heat levels) is generated in the reactor core, but the 
leak or break in the primary heat transport system is so small 
that only a portion of the heat generated can be transported 
out. In this case, there may be some additional heat loss 
through system piping and components, but the steam 
generators become a major heat sink. For systems with no 
coolant loss, the heat can be transported by single-phase 
natural or forced circulation from the core to the steam 
generator. The prediction of single-phase natural circulation 
velocities and heat transfer, while not easy, is within the 
capability of existing methods provided high accuracy is not 
required. On the other hand, if the primary heat transport 
system has lost some coolant and is partially filled with vapor, 
then prediction becomes much more difficult. 

For the two-phase situation, several overall flow patterns 
may occur. In the first, steam may be generated in the core, 
and provided it can escape from the reactor vessel, flow to the 
steam generators which contain relatively cold water on their 
secondary sides. There the steam could condense and the 
condensate flow back countercurrent to the steam flow. This 
mode of heat removal is called reflux condensation, implying 
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countercurrent flow of steam and water. The second 
possibility is that the steam may flow to the steam generators, 
condense, and under certain conditions, all or part of the 
condensate may be carried along cocurrently with the steam. 
This cocurrent steam-water flow pattern is called natural 
circulation (though this is not a strictly accurate term). There 
are, of course, several intermediate possibilities. The flow 
may oscillate between reflux condensation and natural cir
culation, or a mixture of these flow patterns may be obtained 
with some condensate flowing countercurrent to the steam, 
and some cocurrent. The behavior of multitube systems and 
multiple steam generators is very complex. 

In general, heat removal capability in natural circulation is 
greater than in reflux condensation. Therefore, it is of interest 
to determine the mechanisms governing heat removal in reflux 
condensation and to investigate the factors affecting tran
sition to natural circulation. Also, it is of importance to 
understand how and why liquid (condensate) is held up in the 
steam generators in various modes of condensation, because 
this liquid is then unavailable for reactor core cooling. This is 
illustrated schematically in Fig. 1 for a loop in which the 
steam flow rate is sufficient to hold up some water in the 
steam generator tubes. 

To this end, reflux condensation was studied in a single 
vertical tube to simplify the system as much as possible. It was 
understood that such a geometry would eliminate the 
possibility of tube-to-tube instabilities and oscillations. In 
addition, the elimination of the return U-bend or down leg 
would not allow investigation of the natural circulation mode. 
However, such a study was considered a necessary first step to 
understanding the mechanisms governing heat removal and 
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Fig. 1 Schematic of a pressurized water reactor loop showing 
refluxing in a steam generator under partial coolant inventory con
ditions 

liquid holdup in reflux condensation, and the factors af
fecting transition to natural circulation. Furthermore, the 
stability of a single-tube condensation system with constant 
pressure boundary conditions was investigated as a prelude to 
consideration of multiple-tube systems. A program to in
vestigate more complex systems is underway at the University 
of California, Santa Barbara. Other investigators have also 
done work contemporary with that in this paper, and the 
results are reported in [1-3]. Oscillations in direct contact 
condensation have also been investigated [4]. 

This paper is the first in a series which will deal 
systematically with the effects of noncondensibles, 
oscillations between refluxing and natural circulation, 

4 . 3 

£ 
upper plenum 

cooling water out 

P = pressure 
T = temperature 

inner tube 017.6mm 

condenser 0 5 0 m m 

0160mm ^==i-

Fig. 2 Schematic of experimental apparatus 

multiple tube systems, and multiple steam generators. The 
present paper first deals with various aspects of reflux con
densation and transition to natural circulation. The stability 
of a single-tube condensation system is then discussed. This 
work is not meant to directly simulate the course of events in a 
full-sized steam generator, but rather to elucidate the 
phenomena that may occur and the mechanisms that govern 
them. 

Nomenclature 

A = 

Cv = 
D = 
f = 

f« = 

h 

hJ 

tube inside cross-
sectional area, m2 

constant coefficient 
tube inside diameter, m 
two-phase friction factor 
heat removal rate per unit 
circumferential area of 
condenser tube, w/m2 

gravitational acceleration, 
m/s2 

specific enthalpy, J/kg 
nondimensional flooding 
parameter = mc/[A 
(gDPgJ(P/-pg))*] 
mass flow rate relative to 
the moving two-phase 
/single phase boundary, 
kg/s 
mass flow rate at inlet to 
condensing section, kg/s 
mass rate of condensation, 
kg/s 

m, = mass flow rate of steam to 
plenum, kg/s 

m = mass flow rate in test 
section, kg/s 

p0 = pressure at inlet plenum, 
kPa 

p , = pressure at test-section 
inlet, kPa 

pe = pressure at exit plenum, 
kPa 

P = perimeter of condenser 
tube, m 

R = gas constant, 0.46 x 10 ~3 

kPa • mVkg °K 
s = Laplace transform variable 
t = time, s 

Tp = t e m p e r a t u r e in inlet 
plenum, "C 

x0 = flow quality in plenum 
z = distance variable, m 

a=6t = system mean void fraction 
5(0 = perturbed variable 

V = 

p = 

pfg = 

w = 

Subscripts 

o = 

a = 
aV = 
/ = 

f,L = 
g,v = 
fg = 

length, m 
area mean density, kg/m3 

(liquid density - vapor 
density) kg/m3 

angular frequency 

inlet conditions to test-
section or in plenum 
acceleration component 
average 
frictional component when 
used with pressure 
liquid 
vapor 
difference between vapor 
and liquid property, except 
where noted otherwise 

/ = plenum inlet 
p = conditions in inlet plenum 

20 = two-phase 
overbar = steady state 
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cooling water jacket 

single phase region 
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two-phase condensing 
region, length -n 

Q~*—.cooling water 

m; steam in 
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Fig. 3 Reflux condensation in vertical tube showing flow patterns in 
inner tube 

Experimental Apparatus and Procedure 

The objective of these experiments was to study single-tube 
reflux condensation in isolation from possible interactions 
with other system components, i.e., the boundary conditions 
at each end of the condenser tube were controlled to give 
constant plenum pressures. Also the secondary side con
ditions were controlled to give well-defined boundary con
ditions. Essentially, two sets of experiments were done. The 
first dealt with various factors affecting reflux condensation 
and the transition to natural circulation. The second dealt 
with oscillations in a reflux condensation system (but not 
oscillations between refluxing and natural circulation, which 
will be discussed in a subsequent paper). 

The apparatus was made of two concentric glass tubes, as 
shown schematically in Fig. 2. Some of the important 
dimensions are shown on the figure. The test section was a 
long vertical double-pipe heat exchanger made of pyrex glass. 
The inner tube, in which condensation of steam takes place, 
was a single piece connected at the bottom to a steam inlet 
plenum and at the top to an outlet plenum. The connection to 
the outlet plenum was through a small section of stainless 
steel tubing in the form of an inverted U. The plenums were 
constructed of plexiglass. The outer pipe, which carried the 
flow of cooling water, was made of pyrex glass sections that 
were clamped to one another. 

Pressures were measured by reluctance pressure transducers 
and temperatures by copper-constantan thermocouples. 
Steam flow rates were directly determined by collecting 
condensate from the plenum over a known period of time 
under constant operating conditions. The inlet and outlet 
plenum pressures were kept constant during a run. The 
pressure difference between the inlet and outlet, and the 
absolute pressure level at the inlet were two of the variables 

for the test matrix. The temperature of the cooling water was 
also a variable for the test matrix. The cooling water tem
perature determined the heat flux between the condensing 
flow and the cooling water. This was because the shell side 
cooling water flow was laminar, and the tube side con
densation heat transfer coefficient was very high. This led to 
an overall heat transfer coefficient that was essentially 
constant for the conditions studied. The heat flux therefore 
depended on the log mean temperature difference between the 
condensing flow and the cooling water. 

The test matrix explored the effects of pressure difference 
between the inlet and outlet plenums, and wall heat flux in the 
condensing region. Further details of the apparatus and 
measurements may be obtained from Banerjee et al. [5]. 

Besides pressures and temperatures at various points, 
measurements were made of the amount of steam condensed 
per unit time, the length of the condensing region and the 
liquid column above it (if any), and the frequency with which 
these lengths oscillated during reflux condensation. The 
lengths of the two-phase and single-phase regions were 
measured by using a meter scale. If the lengths oscillated, then 
the maximum and minimum values were taken and averaged. 
The frequency of oscillation was measured by examining the 
pressure difference traces. 

Results on Reflux Condensation 

As explained in the introduction, factors affecting reflux 
condensation and transition to natural circulation were in
vestigated in one series of experiments. These, together with 
an interpretation of the results, are presented in this section. 
Theoretical and experimental results on the stability of a 
single tube condensation system with constant pressure 
boundary conditions are presented later. 

Effects of Pressure Difference Between Inlet and Outlet 
Plenums. The flow patterns observed in reflux condensation 
(countercurrent steam-condensate flow) have the general 
character shown in Fig. 3. Above the inlet of the tube, a two-
phase condensing region is formed. Above this two-phase 
region, a single-phase (liquid) region may be present. The 
single-phase region does not occur unless the pressure dif
ference is sufficient to give "flooding" velocities at the inlet, 
as shown later. 

Under steady operating conditions, the lengths of the two-
phase region and single-phase region, if any, oscillate about 
average values. Observations regarding the frequency of these 
oscillations are presented in the next section. In this section, 
the results relate to the average lengths of the two-phase and 
single-phase regions. 

The first experimental observation of significance is that 
the steam inlet mass flow rate (which is equivalent to the 
condensation rate for reflux flows) remains relatively con
stant with changes in pressure difference between the inlet and 
outlet plenums. This is shown in Fig. 4. Also the secondary 
side temperature, which governs heat flux in the condensing 
region in these experiments, has no significant effect on the 
inlet mass flow rate. The scatter in the results is, to some 
extent, caused by the plot being in dimensional form. As 
shown later, the values of j * are relatively constant. 

The second observation is that the average length of the 
single-phase region (the water column above the two-phase 
region) increases with increases in pressure difference between 
the inlet and outlet plenums as shown in Fig. 5. For the 
secondary side temperature being kept constant, the average 
length of the two-phase condensing region does not change 
with pressure difference. This, of course, is to be expected 
since the average inlet mass flow rate (as shown in Fig. 4) does 
not change significantly with pressure difference. 

Effects of Secondary Side Conditions. As mentioned 
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earlier, the oveall heat transfer coefficient between the tube 
and shell side is relatively constant in the condensing region, 
because the shell side cooling water flow is laminar and the 
tube side condensation heat transfer coefficient is high. 
Consequently, the heat flux in the condensing region is 
proportional to the log mean temperature difference between 
the tube-side and the shell-side temperatures. The effects of 
cooling water inlet temperature (which is a measure of the log 
mean temperature difference at constant flow rate) are shown 
in Fig. 5. It is clear that the length of the single-phase region 
does not depend on cooling water inlet temperature, but the 
length of the two-phase condensing region does. Colder 
cooling water leads to a shorter condensation length at a given 
pressure difference. However, as noted previously, the 
pressure difference by itself does not affect the length of the 
condensing region. 

Temperature Profiles. Typical axial temperature profiles 
within the condenser tube are shown in Fig. 6. The tem
perature at the centerline of the tube Tc, and the temperature 
1 mm from the wall, Tw, are indicated by triangles and circles 
respectively. The location of the averaged, minimum, and 
maximum positions of the interface between the two-phase 
and single-phase regions are shown by vertical lines. The 
temperatures actually reflect values close to saturation 

temperatures, except well into the single-phase region. 
Complete results on temperature profiles for various con
ditions may be found in Banerjee et al. [5]. The following 
trends were generally observed: 

8 The temperature near the tube wall increases slightly with 
increasing axial distance in the two-phase region. This 
temperature, in general, refers to the falling liquid film 
temperatures. This small effect is to be expected since the 
flow of the falling liquid film is in general countercurrent 
to the cooling water flow in the jacket. The cooling water 
heats up as it flows up the annulus, i.e., it is colder at the 
bottom than at the top. The liquid film on the condensing 
(or tube) side flows downwards and is colder at the 
bottom than at the top. The fact that the liquid film cools 
slightly as it falls must be due to heat loss to the cooling 
water in the jacket which is not quite made up by heat 
transfer from the vapor core. 

8 The temperature profile in the single-phase region has a 
sharp gradient near the edge of the two-phase region, and 
the liquid is significantly subcooled. This indicates that 
axial mixing in the single-phase region is poor, in spite of 
the oscillations discussed in the next section. An im
portant consequence is that the vapor pressure of steam 
above the liquid column would be expected to reflect the 
average temperature at the top surface of the single-phase 
region. This is turn depends on the secondary side 
temperature. Therefore, in reflux condensation the 
secondary side temperature will govern the primary side 
pressure in the absence of noncondensibles. 

9 Finally, the temperature at the centerline is at saturation 
and increases with system pressure. This effect is not 
shown in the figure, but is evident when the results are 
examined. 

Interpretation of Results. The results obtained may be 
interpreted in terms of a simple model. The model postulates 
that the maximum inlet steam flow rate for reflux con
densation is governed by "flooding" (or liquid carry up) at 
the inlet. This explains all the phenomena observed as 
follows: 

1 Consider an increase in pressure difference from one 
operating state to another. This would initially lead to an 
increase in steam inlet flow rate to values above that for 
"flooding." Liquid would be carried up into the single-phase 
region, and the length of this region would increase. As the 
length of the single-phase region increases, the gravitational 
head (or static component of pressure drop) would increase, 
resulting in a reduction in inlet steam flow rate. This process 
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Table 1 Conditions at flooding 

Plenum pressure 
Inlet 

steam 

Run" 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Bottom 
kPa(g) 

3 
5 
3 
7 
8.5 
12.5 
17.5 
22.5 

25.0 
9.5 
14.5 
21.5 

24.5 
29.0 
17.5 
16.0 

22.0 
27.5 
31.5 
36.0 

Top 
kPa(g) 

0 
0 
0 
0 
0 
0 
0 
0 
0 
5.6 
6.0 
6.8 
5.6 
4.8 
10.2 
10.8 

10.8 
10.2 
11.0 
10.8 

temp" 
°C 
103 
104 
103 
103 
105 
106 
107 
108 
109 
105 
106 
108 
110 
110 
106 
107 
108 
109 
111 
112 

JB 

.3899 

.3844 

.4027 

.3899 

.3907 

.4330 

.4035 

.4091 

.4035 

.3793 

.3846 

.3979 

.3864 

.3864 

.3846 

.3793 

.3979 

.3918 

.4032 

.3818 

i * 
Jl 

1.024 
1.027 
1.058 
1.024 

1.062 
1.196 
1.133 
1.167 

1.170 
1.028 
1.062 
1.135 

1.139 
1.139 
1.062 
1.065 

1.135 
1.136 
1.208 
1.143 

''flood 
(m/s) 

6.02 
5.84 
6.22 
6.02 

5.84 
6.36 
5.83 
5.82 

5.65 
5.65 
5.66 
5.65 

5.32 
5.32 
5.66 
5.49 

5.65 
5.48 
5.47 
5.01 

21 
22 
23 
24 

18.5 
25.5 
29.0 
34.0 

15.8 
15.0 
15.2 
14.0 

108 
110 
111 
112 

.3741 

.3749 

.4146 

.3704 

1.068 
1.105 
1.242 
1.109 

5.32 
5.16 
5.62 
4.86 

"Inlet steam temperature taken at plenum 

would continue until the inlet steam flow rate returned to the 
"flooding" value when no net liquid carry up would occur 
and the average length of the single-phase region would reach 
a constant value. 

Thus, the proposed model explains why the length of the 
single-phase region increases with increases in pressure dif
ference between the inlet and outlet plenums (see Fig. 5). It 
also explains why the inlet steam flow rate for reflux con
densation does not change with pressure difference (see Fig. 
4). (These remarks, of course, pertain to the situation when a 
steady operating condition is obtained; they do not apply to 
the transient situation that obtains for a period of time when 
the pressure difference is changed from one value to another). 

A decrease in pressure difference simply results in a 
decrease in inlet steam flow rate until the single-phase region 
has drained sufficiently to reduce the static pressure drop, and 
thus allows the steam inlet flow rate to rise to the "flooding" 
value. 

It should also be noted that flooding flow rates are only 
weakly dependent on thermophysical properties. Therefore, 
while there should be an effect of the inlet plenum absolute 
pressure level, this effect is small unless a wide range of inlet 
absolute pressure levels is studied. 

2 Consider the effect of a change in cooling water tem
perature which results in a change in wall heat flux. The first 
order effect is to leave the steam flow for "flooding" at the 
inlet unchanged (see Fig. 4). Downstream effects may have 
some influence on flooding because of "history" effects on 
the liquid film, but in general, the flooding velocity depends 
mainly on "local" conditions. (This is why flooding 
correlations that do not take tube length into account work 
quite well.) Thus, changes in cooling water temperature, and 
hence in heat flux, do not change the inlet steam flow rate. 

On the other hand, the same amount of steam is condensed 
per unit time over a different length because of the changed 
heat flux. This explains why the two-phase region changes in 
length with changes in heat flux (see Fig. 5). Furthermore, if 
the accelerational and frictional components of pressure drop 
are relatively small in comparison to the static head com
ponent, then changes in the two-phase length only lead to 

relatively small changes being required in the static head 
component. Thus, the single-phase region does not change in 
length (within experimental error) when the heat flux is 
changed. This situation may not work for rather small tube 
diameters or small single-phase region lengths. 

Thus, inlet "flooding" controlling the maximum steam 
flow rate in reflux condensation explains all the observed 
results, i.e., that the inlet steam flow rate does not change 
with pressure difference or wall heat flux once the single-
phase (liquid column) region is established; that the single-
phase region length changes with pressure difference but not 
wall heat flux; and that the two-phase region length changes 
with wall heat flux but not pressure difference. 

That the proposed mechanism is correct is further sup
ported by values of j * and j * calculated from the 
measurements. The calculated values of some of the runs are 
tabulated in Table 1. The rest are available in [5]. The values 
of y / are small compared to j * in all cases because the liquid 
density is much higher than the vapor density. In any case, 
jg ~0.4 in all the runs. This is to be expected from available 
flooding correlations, e.g., that of Wallis [6]. 

Effect of Noncondensibles. Noncondensible gas (air) was 
mixed with the steam flow and the effects determined 
qualitatively the mass concentration of the noncondensibles. 
To a first approximation, low concentrations of non
condensibles (< 5 percent) do not appear to affect any of the 
phenomena observed. The only discernible effect is that small 
gas bubbles become dispersed through the single-phase 
region. The bubbles rise slowly and vent to the upper plenum. 
Typical void fractions are ~ 10-20 percent. If the upper 
plenum is not vented, the overall effect is to gradually increase 
the back pressure and hence reduce the pressure difference. 
This results in a reduction in the length of the single-phase 
region, but there is no discernible effect on the inlet steam 
flow rate. However, as explained in the next subsection, the 
presence of noncondensibles has a major effect on the 
transition to natural circulation. 

Transition to Natural Circulation. By natural circulation 
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FLOODING m Q inlet mass flowrate 

Fig. 7 Pressure drop - inlet mass flow rate characteristics for vertical 
inverted U-tube condenser 

we mean the regime in which steam, and at least some portion 
of the condensate, flow cocurrently. From the experiments, 
this regime always occurs when the liquid column carries over 
the top of the U-bend. True natural circulation cannot be 
established in the apparatus shown in Fig. 2, because the inlet 
and outlet pressures are controlled, and the plenums are not 
connected. However, a set of experiments has been done in 
which the inlet and outlet plenums are connected to make a 
closed system, and a heater is placed in the inlet plenum to 
produce steam. This system goes into natural circulation when 
the liquid column carries over the top of the U-bend. These 
experiments will be described in detail in a later paper 
(Nguyen and Banerjee [7]). 

To understand why the system goes into natural circulation, 
the pressure drop characteristics of the system must be 
considered. Qualitative pressure drop characteristics are 
shown in Fig. 7. (The details will depend on the particular 
system.) In the region AB, the system is in reflux con
densation but no liquid column has built up because the inlet 
steam flow rate is below the value for flooding. In the region 
BC, the pressure drop can be increased, but the inlet flow rate 
stays constant at the flooding value as discussed previously. 
The increase in pressure drop results in an increase in the 
liquid column length until it carries over the U-bend at point 
C. 

The region CD corresponds to a situation where some of the 
condensate and steam flows over the top of the U-bend. It is 
an unstable region and oscillations between refluxing and 
natural circulation are always observed because the mass flow 
rate in a real system cannot be controlled since capacitances 
from plenums and piping exist. The pressure drop charac
teristic has a negative slope with mass flow rate because only 
part of the condensate is carried over in this region leaving a 
thick wavy film on the up leg and a very thin film on the down 
leg of the inverted U-tube. As the steam flow rate is increased 
the gravity head pressure difference between the up and down 
leg decreases and the system becomes friction pressure drop 
dominated at point D. 

The region DE corresponds to a friction dominated 
"natural circulation" flow in which the steam and liquid flow 
cocurrently. 

If the pressure difference is controlled then the mass flow 
rate increases to point C and then jumps to point E ' on the 
curve DE. This sudden increase in inlet steam flow rate was 
always obtained in the present set of experiments. On the 
other hand, if the mass flow rate is controlled, then the system 
goes into oscillations between refluxing and natural cir
culation until the mass flow exceeds that at point D. The 
reasons for this will be discussed in a later paper (Nguyen and 
Banerjee [7]). 

The main effect of noncondensible gases is to accumulate 
above the single-phase region in reflux condensation, and 
hence to increase the back pressure. Our later experiments 
(not reported here) show that the qualitative form of the 
pressure drop characteristic, illustrated in Fig. 7, is preserved. 

However, for fixed secondary side conditions, the absolute 
pressure level on the primary side is raised if the non-
condensibles are not vented. The reason for this is that the 
pressure above the single-phase region in reflux condensation 
is no longer the vapor pressure of steam corresponding to the 
liquid surface temperature, but the sum of the partial 
pressures of steam and noncondensibles. 

Stability of Vertical Single Tube Refluxing Systems 

Description of Phenomena and Analysis. For the single-
tube reflux condensation system discussed in the previous 
section, two types of oscillatory phenomena were observed. 
First, sharp pressure waves travelled through the system, at 
times shattering the inner glass tube. These pressure waves 
appeared to be caused by rapid collapse of vapor slugs or 
bubbles near the two-phase/single-phase interface region. 
These were clearly "condensation shocks" and the magnitude 
of the pressure spikes increased with increasing heat flux to 
the secondary side. While the qualitative behavior was clear 
from observations, no systematic study of the phenomena was 
made. This was not because these shocks were not of interest 
but because they did not appear to affect the main parameters 
investigated in these experiments, i.e., they appeared to have a 
relatively small effect on liquid distribution and heat removal 
capability in reflux condensation. 

Second, the single- and two-phase regions oscillate about 
their average lengths. These oscillations were of some 
significance because if they were of large enough amplitude, 
the possibility of "dumping" some of the liquid into the lower 
plenum existed. For this reason an analytical study was made 
of stability of a single tube reflux condensation system. The 
work was confined at this stage to a linear analysis which 
should give the right qualitative trends for the oscillations. 
These were then compared with experimental results. 
However, no analysis was done for finite amplitude 
oscillations, so analytical results regarding the possibility of 
"dumping" could not be obtained. Experiments could not be 
done under conditions where "dumping" might occur 
because the heat fluxes were too high and the glass tubes 
invariably shattered due to condensation shocks. "Dumping" 
is important because it is a mechanism by which the heat 
removal capability in reflux condensation could be increased 
beyond the "flooding" limited capability. For example, once 
the single-phase liquid region "dumped" some of its content 
into the lower plenum, the vapor velocity would increase 
above the "flooding" value and the length of the liquid 
column would start increasing. If dumping continued 
periodically, the overall effect would be an average inlet steam 
flow rate above the "flooding" value, and hence increased 
heat removal capability. 

The linear stability analysis is first presented followed by 
experimental results and discussion. The analysis is condensed 
because of space limitations but is completely described in [5]. 
It yields criteria for the onset of oscillations as well as the 
frequency of small oscillations. Data on the oscillation 
frequency were taken, in the experiments described here, but 
no data were obtained on the onset of oscillations. Therefore, 
only the analysis with regard to frequency is presented here. 

Stability Analysis for Single Tube Refluxing Governing 
Equations. From experimental observations an idealized 
schematic of the reflux condensation system can be drawn as 
shown in Fig. 3 which defines the symbols. The system can be 
separated into four sections, the lower plenum, the two-phase 
region, the water column, and the upper plenum. We will 
assume that pe,fq, mh and the volume of vapor (assumed to 
behave ideally) in the plenum are not changing with time and 
a uniform temperature obtains inside the single-phase region. 
Therefore, the energy balance in the single-phase region can 
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be ignored. This is also equivalent to assuming that heat 
transfer from the single-phase region is negligible in com
parison to the condensation heat transfer from the two-phase 
region. In general, this is good assumption. The approach 
followed here in writing the mass and heat balances in the 
two-phase region is somewhat similar to that of other in
vestigators ' efforts to model horizontal condensing flows [8, 
9]. The governing equations describing the dynamics of the 
phenomena can be expressed as follows: 
Mass balance in two-phase region: 
Integrating the mass conservation equation over the two-
phase region, we obtain 

~Hp/-p/ga)Ar,2<jl)=m0-mc-m* (1) 

where a is the system mean void fraction and pA, = pj-pg to 
keep it positive. 
Heat balance in two-phase region: 

([pfhf(l -a) + pshga]A-qu} = 
dt 

-fqPri24, + (hf + hfgx0)m0 -hf{m*+mc) 

Mass balance in water column: 

d 

dt 
[pfAriL] = m* 

(2) 

(3) 

Test-section momentum balance: 

(•120 + I L r 1 

Jo l~J 
dm 1 d(m2/p) 

~Jt~+ A2 dz 

/ 
2D A2 

Plenum mass balance: 

(m2/p)+gp\ dz 

dp0 RTp 

-mn 

dt V„ ° 

RT„ 

Condensate net drain rate: 

:L(^~V2, + r,L) mr = C,\^^-q2^ + i)L) -m' 
Pf 

where p a v = ( p 7 - p / g a) 

(4) 

(5) 

(6) 

Test-section inlet flow rate: 

m0 = C0iPo-plY
/' (7) 

Overall pressure drop balance: 

Po-Pe=(Po-Pl) + (Pl-Pe) (8) 

Note that quite simple expressions, equations (6) and (7), are 
used to describe the flow rate of condensate into the plenum 
and flow rate of vapor into the condensing section, respec
tively, as functions of pressure drops. m*{f) has been included 
in equation (6) in a rather simple manner to account for liquid 
movement across the point of complete condensation. 
Equat ion (8) states that the overall pressure drop is the sum of 
the pressure drop across the inlet boundary and that across 
the entire test-section. Equations (1) and (2) can be rearranged 
to yield 

AhfgPgpf dr,2<t, t ^ = h^ 

fqP
L ' Pfg Pfefqp dt 

+ V24,'-
, Pg / m0x0 + -*- (m0 • -m*) (9) 

1/20-
da. 
~dT 

EL) 
Ph' 

dt\ 2* 1 

dt APh 
(m0-mc-m*) (10) 

The test section momentum balance equation (4) can be 
simplified to remove its distributied nature by using suitable 
averages. The axial variations in m{t,z) and p(t,z) are written 
as overall averages (m0(t) + m*(t))/2 and p a v ( 0 , respectively. 
m(t) in t he wa te r co lumn is a p p r o x i m a t e d by 

(m*(t) + 0)/2 = m*(t)/2. We further ignore the frictional 
pressure drop in the water column. Equat ion (4) can thus be 
simplified as follows 

f '2*1 dm I d 

Jo A dt Az dz 

f 
+ ^^(m2/p) + gpdz 

fi2* + iL / 1 dm 1 3 , \ 
+ L K-A--jr + A2Tz{m/pt)+8p<)dz (11) 

^ ^ , ^ 4 {m,1-ml) 
2A dt A2 (pf-pfga) 

f (m0+m*)2 

SDA2 (pf-pfga) 

+ g(P/ ~ P/g a)r/2« + gP/VL + 

•V24, 

•qL dm* m* 

2A dt A2pf 

Steady-State Solution. The steady-state solution of the 
model equations can be obtained by setting the time derivative 
equal to zero. Thus 

m* = 0 

m0 --

mc = 

^20 = 

m, 

mt 

LP 

c7 
Pav'h* _ mf hfgxnm 

Pf fc ,. V Pf ) 
(12) 

Po-Pe 
m] fm)hhx0 

= mf 

mf 

~dj A2pm ' WA2
Pmfqp 

+ gP^V24,+SPfVL 

= APoi + APa + &Pf + APg + 8P/VL 

fhfgx0 (L+S_PL_^_\ 
\ci a A2-Paj 

SDA2fQPp.d 
-m, (13) 

where p a v = ( p / = p/ji a ) 

Equat ion (13) represents the steady-state pressure drop 
characteristic of the system. This is cubic in m, and 
reminiscent of that obtained in boiling systems [10-12]. 

The acceleration pressure drop m2/A2pav influences the 
pressure drop characteristic significantly. If this term is 
ignored the characteristic has one local minimum at mt = 0 as 
given by 

d(Po ~Pe) 

dm-, 

1 
= 2mi — + 

gpf 1 
CI Ci A2pa 

+ 3mj 2 fhfgxo 

&DA2pavfqP 
(14) 

and 

d2(p0-pe) 

dm2 = 2 ( ^ + ^ 
t-u CL A p a 

fhfgXp 
+ 6m i - ; ) < • (15) 

8DA2paJqPs 

However, when w,-2A42p a v is large enough, and its magnitude 
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Fig. 8 Steady-state pressure drop characteristics in reflux con
densation with inlet mass velocities less than flooding values 
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fhfgx, 
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8 DA2
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Thus, in general, the pressure drop characteristic will be 
shown as in Fig. 8. 

Linear Analysis. One approach commonly adopted in 
studying the dynamic behavior of nonlinear systems is to 
linearize the model equations about the steady-state solution 
and examine the stability of the linearized system about this 
steady state using Laplace transform techniques [10]. 
Following this approach, the linearized form of equations 
(3-11) may be written as 

A(8m / 5m * 5ij20 &qL 8a5APm dp0)
T = Mm 0 (17) 

where 5y(s) = [y(t)-y] represents the Laplace transformed 
time domain perturbation. The coefficients A and b are 
functions only of the steady-state solution, system 
parameters, and the complex Laplace variables. Equation (17) 
describes the response of the perturbations on the left-hand 
side to a disturbance, 5,„ , in the flow rate at the inlet of the 
test section. The stability of the response is determined by the 
roots of A(s) = 0. For the sake of brevity, we will not present 
here the complete forms of A. and b. These are available in 
[5]. Instead, we will concern ourselves only with a limiting 
case of interest. This is the situation when the total 
gravitational pressure drop in the system g(pf-
Pfga)r)24,+gPffiL, dominates all other pressure drops, a 
roughly correct assumption for our experiments. Then, 
system stability is determined by 

s2+rr—^— =0 (18) 
( " 2 0 + I L ) 

Equation (18) represents an undamped second-order system 
of frequency 

(19) 

The oscillation mechanism is as follows. A momentary in
crease in the flow rate of steam to the test section increases the 
volume of the two-phase condensing region. The resulting 
increase in heat transfer area is more than adequate to con
dense the increased flow (because the ratio of area increase to 
volume increase is equal to 4/D>>\). This results in a 
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Fig. 9 Predicted and experimentally measured frequencies of 
oscillation in a reflux condensation system 

greatly increased gravitational head and, therefore, a 
lowering of the steam inflow rate to the test section and in
creased drainage of condensate into the plenum. This causes 
the gravitational head to fall below its original level. The 
increased pressure differentual now causes the steam flow rate 
into the test section to increase, thus restarting the oscillation 
cycle. Thus, the oscillation is the result of heat transfer rate, 
pressure drop, and system inertia interaction. 

Experimental Results. The analysis in the previous section 
should give a rough estimate of the frequency of the 
oscillations observed. Without a finite amplitude analysis, a 
more exact estimate is not possible. 

The experimentally observed frequency of the oscillations 
(measured from the pressure drop traces) are shown as a 
function of pressure difference for various cooling water 
temperatures (and hence, heat fluxes) in Fig. 9. The 
frequencies determined by measurement are compared with 
the results of the analysis in the previous subsection (equation 
(19)) in Fig. 9. In general, the measured frequencies and those 
predicted by the analysis agree within a factor of two. This 
discrepancy can be attributed to the use of a highly simplified 
model and several approximations to describe a rather 
complex countercurrent condensing flow problem, e.g., the 
gravitational head may not completely dominate in our ex
periments. Furthermore, the experimentally measured 
frequency of the oscillations may not correspond to that 
predicted by the linear stability analysis but could correspond 
to the most unstable finite amplitude oscillation. 

As shown in Fig. 9, the measured frequencies follow the 
same general pattern as the predictions. At low pressure 
differences, which correspond to a short single-phase region, 
the frequency of oscillations is high. This is explained by the 
fact that at low pressure differences, a short single-phase 
region is obtained, and this does not present a large inertia to 
resist pressure oscillation. The reverse is true for larger 
pressure differences. 

Furthermore, it appears that at low cooling water inlet 
temperatures (16°C) frequencies of oscillations are higher 
than for warmer cooling water, for the whole range of 
pressure differences considered. This can be explained by 
considering equation (19) which indicates that the frequency 
of oscillations is inversely related to the two-phase and single-
phase region lengths. As discussed previously, for a given 
pressure difference, the length of the two-phase region in
creases with increases in cooling water temperature. 
Therefore, from equation (19) the frequency of oscillations 
will decrease with an increase in length of the two-phase 
region (and hence increase in cooling water temperature). At 
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high pressure difference, the difference does not show up as 
clearly because the length of the two-phase region is small 
compared to the length of the single-phase region (see 
equation (19)). 

Conclusions 

Reflux condensation in a single vertical tube has been 
experimentally investigated using constant inlet and outlet 
pressure boundary conditions. The flow patterns that are 
usually obtained consist of a two-phase condensing region 
above the inlet followed by a single-phase (liquid) region. The 
average length of the two-phase region varies linearly with 
pressure difference between the inlet and outlet. The average 
length of the two-phase region depends on the coolant 
temperature and hence heat flux through the tube wall, but 
not on the pressure difference. These observations were ex
plained by postulating that the inlet flow rate during refluxing 
is limited to the "flooding" flow rate. The single-phase region 
adjusts its length to give rise to a gravity head that balances 
any changes in the impressed pressure difference such that the 
inlet flow rate is maintained at flooding values. Transition to 
natural circulation occurs if the single-phase region is long 
enough to carry over the top of the U-bend. The maximum 
amount of liquid that can be held up in the tube occurs just 
before this transition. Thus, the maximum heat removal 
capability in reflux condensation may be estimated from the 
flooding flow rate, i.e., it will be m0 hfg per tube. (As ex
plained earlier, this value may be somewhat increased by tube-
to-tube instabilities or oscillations that cause dumping in the 
lower plenum). Another important parameter that can be 
estimated from this work is the liquid that is held up in a 
vertical tube during reflux condensation. Finally, the pressure 
difference at which transition to natural circulation will occur 
can be estimated if the wall heat flux can be estimated (so that 
the length of the two-phase region may be calculated) and the 
vertical tube height is known. 

Low concentrations of noncondensibles do not appear to 
affect the pressure difference at which transition occurs but 
do increase the absolute pressure level. This is because the 
pressure above the single-phase region is then given by the 
sum of the partial pressures of steam (in equilibrium with the 
liquid surface) and the noncondensibles. In the absence of 
noncondensibles, the absolute pressure level is determined by 
the vapor pressure above the liquid column which in turn 

depends on the secondary side temperature (because the liquid 
column is not well mixed). 

The stability of reflux condensation in a single vertical tube 
with constant pressure boundary conditions has also been 
investigated in this study using a linearized lumped parameter 
approach. The frequency of oscillations is found to be in-
versly proportional to the square root of the sum of the 
lengths of the two-phase and single-phase regions. The 
analysis predicts the trends in the oscillations observed in 
experiments, but the experimental frequencies are lower than 
predicted by a factor of two. 

Results on system oscillations between refluxing and 
natural circulation, the effect of noncondensibles, multiple 
tubes, and multiple steam generators are being investigated 
and will be reported in the future. 
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The paper discusses the limitations of current practices of evaluating thermal 
performance of wet cooling towers and describes a more advanced mathematical 
model for mechanical and natural draft cooling towers. The mathematical model 
computes the two-dimensional distributions of: air velocity (two components); 
temperature, pressure, and moisture content; and water temperature. The down
ward direction of water flow is presumed. The local interphase heat and mass 
transfer rates are calculated from empirical correlations for which two options are 
provided. In the first option, only one constant (Ka, based on Merkel's ap
proximations) is employed; in the second option, two separate constants for heat 
and mass transfer are used. Boundary conditions can be either of the prescribed 
cooling range 01' of the prescribed hot water temperature types. The governing 
equations are solved by a finite difference method. The model is embodied into a 
computer code (VERA2D) which is applicable for the natural and mechanical 
draft towers of both the crossflow and counterflow arrangements. Several ap
plications of the code are described in Part II of the paper. 

Introduction 

The function of a wet cooling tower is to cool water by 
bringing it into direct contact with air. This cooling is ac
complished by a combination of sensible heat transfer and 
evaporation of a small proportion of water. The contact time 
and area between air and water are increased by spraying 
water over a fill (a grid of bars or plates), and passing air 
through the fill. Two flow arrangements, counterflow and 
cross flow , are commonly used. The air flow is maintained by 
the buoyancy (chimney) effect in a natural draft tower, and by 
a fan in a mechanical draft tower. Schematic representations 
of commonly used designs are shown in Fig. 1. 

In order to predict the thermal performance of a given 
design, one needs: 

(a) A Mathematical model which provides an accurate 
solution of the conservation equations for mass, momentum, 
and energy 

(b) Physical models to express resistance to airflow and 
interphase heat and mass transfer 

The current methodology of cooling tower design lacks in 
both respects. The present paper describes a mathematical 
model to meet the first requirement and also provides 
suggestions for improvement in the second. It is also argued 
that the development of an accurate mathematical model is a 
primary requirement, since it aids in the development of 
physical models and associated empirical correlations. 

Review of Existing Methods 

Table 1 presents a summary of the capabilities and 
limitations of the existing methods of thermal performance 
analysis of cooling towers. In the conventional methods [1, 2], 
the ratio of water to air mass flow rate (L/O) to accomplish a 
specified cooling requirement is obtained from the solution of 
the following three equations: 

1 Heat balance equation 
2 Merkel's [3] equation expressing heat transfer being 

proportional to the enthalpy difference between saturated 
vapor and air 

Contributed by the Heal Transfer Division and presented at the 21st 
ASMEI AIChE National Heat Transfer Conference, Seattle, Washington, July 
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3 An empirical expression relating overall heat and mass 
transfer coefficient, Ka, with L/O 

The set of equations is solved by graphical method (see Fig. 
2). Merkel's equation is substituted into the heat balance 
equation, and the resulting equation is numerically integrated 
for a given cooling range. The integral is plotted against L/O. 
This is known as demand curve since it represents cooling 
requirement at a particular ambient condition. The heat and 
mass transfer coefficient of the fill, which is also expressed as 
a function of L/G, is superimposed on the same plot; this is 
known as the characteristic curve. The intersection of the 
demand and characteristic curves indicates the value of L/O 
for accomplishing the required cooling. 

Cooling Tower Institute [1] has published a set of demand 
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Table 1 A summary of the available mathematical models for 
analyzing wet cooling towers 
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curves for counterflow towers by integrating the one-
dimensional thermal equation by Tchebycheff's method. Zivi 
and Brandt [10] developed a numerical method for integrating 
this equation for crossflows in two dimensions. By making 
use of this method, Kelly [2] generated a similar set of demand 
curves for crossflow towers. The main limitations of these 
simplified methods are discussed below. 

Lack of Flexibility to Accept Empirical Input in a General 
Form. The graphical method of performance evaluation 
makes a presupposition that heat and mass transfer coef
ficient (KaV/L) is a function of L/G only (Fig. 2). This 
assumption is questionable and restricts the applicability of 
data. A rigorous processing of test data could reveal that it is 
more appropriate to express heat and mass transfer coef
ficients in terms of fundamental dimensionless parameters 
such as Reynolds number, Prandtl number, and other 
geometrical parameters. It is difficult, however, to generalize 
the graphical methods [1, 2] to use different forms of em
pirical correlations. 

Simplifying Assumptions of Merkel's Equation. Merkel 
[2] expressed the heat and mass transfer process as a com
bined process by considering the enthalpy difference as the 
basic driving force. Therefore, Merkel's equation expresses 
heat transfer as a product of overall heat and mass transfer 
coefficient (Ka) and the difference between the enthalpy of 

1 1 — i — i — i i i i • 

Fill Characteristic Curve 

-i 1 r 

Fig. 2 Graphical solution of thermal equation at a given range and 
wet-bulb temperature 

saturated air at the water temperature (hs), and the enthalpy 
of the main air stream (hG). Mathematically, 

q'"=Ka(hs-hG) (1) 

Since, in reality, total heat transfer from water to air 
consists of sensible as well as evaporative heat transfer, a 
general expression of heat transfer should at least have: 

(a) Two separate coefficients for heat and mass transfer 
(b) Two driving forces: temperature difference and vapor 

fraction difference 

A recognition of two driving forces calls for the solution of 
an additional conservation equation of moisture fraction, 
which is not feasible in most of the existing methods. 

Nonuniformity of Flow. In both natural and mechanical 
draft towers, air changes its direction as it enters the tower 
horizontally and leaves vertically. Therefore, the air flow 
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through the tower deviates significantly from uniformity. 
Nonuniformity in flow distribution can be accounted for only 
by performing two- or three-dimensional analysis of fluid 
flow and heat transfer inside the tower. 

Coupling Between Fluid Flow and Heat Transfer. The 
fluid flow and heat transfer processes in a natural draft tower 
are strongly coupled, because: 

(a) The amount of air flow through the tower depends on 
the difference between the density of air inside the tower and 
that of ambient air 

(b) The density of air inside the tower depends on the 
extent of heat and mass transfer from water to air in the fill 
and spray region 

(c) Heat and mass transfer from water to air depends on 
the available air flow rate 

A schematic representation of this coupling of process is 
shown in Fig. 3. Similar coupling exists in mechanical draft 
towers; however, its influence on airflow rate is not so im
portant because of the presence of a fan. 

Earlier mathematical models, such as Singham and 
Spalding [6] and Winnarski and Tichenor [13], attempted to 
account for this coupling by solving a simplified equation 
called a "buoyancy equation." This equation is based on the 
postulation that the hydrostatic pressure difference, caused by 
the difference in densities of the warm moist air inside the 
tower and that of the cooler drier air outside, is equal to the 
pressure loss that would be experienced by the air stream 
flowing through the tower in the absence of hydrostatic 
pressure difference. Mathematically, 

G°amb - Pi0v,a)gH=Ntt [ — pamb ( D°/A) J (2) 

The left-hand side of equation (2) represnets the driving force 
due to buoyancy. The right-hand side represents the resistance 
to flow of air through the tower. While calculating ptower, air 
is assumed saturated above the fill. Since equation (2) neglects 
several terms such as due to convection, pressure gradient, 
and wall friction, and since it does not account for spatial 
variation, the coupling of processes is not represented 
adequately. 

Effect of Ambient Pressure Variation on 
Evaporation. The rate of evaporation from water depends 

Fig. 3 Schematic representation of the coupling between fluid flow 
and heat transfer processes in a natural draft tower 

on temperature of water as well as pressure. Thus in Merkel's 
equation, hs is a function of water temperature and pressure. 
Current methods [1,2] employ a polynomial expression to 
calculate enthalpy of saturated air, and therefore, they are 
applicable for standard atmospheric pressure only. In order to 
account for the effect of ambient pressure, one needs to: 

(a) Express hs as a function of the moisture fraction of 
saturated air, fs 

(b) Evaluate/s from fundamental equations, e.g., Clasius-
Clapeyron equation and law of ideal gas mixture 

Present Mathematical Model 

The present model treats airflow to be two-dimensional and 
elliptic, while the water flow is considered to be one-
dimensional. It obtains simultaneous solution of conservation 
equations for: 

(a) Mass continuity of air 
(b) Mass fraction of moisture in air 
(c) Mass continuity of water 
(d) Air momentum in vertical direction 
(e) Air momentum in active horizontal direction 
(/) Enthalpy of air 
(g) Enthalpy of water 

Nomenclature (cont.) 

per unit volume, 
kg/m3s 

Nu = number of velocity 
heads lost in the 
tower 

n = empirical constant 
for fill 

p = pressure, Pa 
P = input power to fan, 

W 
q'" = rate of heat transfer 

per unit volume, 
W/m3 

R = universal gas 
constant, J/kg-mol 
K 

q" = rate of heat transfer 
per unit area of 
transfer surface, 
W/m2 

r = radial coordinate, m 
SU,SP = components of 

source term of finite 
difference equation 

T = temperature, °C 
u = vertical component 

of velocity, m/s 
v = horizontal com

ponent of velocity, 
m/s 

V = tower volume per 
unit plan area, 
m3/m2 

VG = specific volume of 
air, m3/kg 

W = molecular weight 
f Rii = width of the fill, m 

x = vertical Cartesian 
coordinate, m 

y = horizontal Cartesian 
coordinate, m 

Subscript 

reff 

X 

Meff 

P 

ffeff 

</> 

amb 
bs 

DB 
elim 

F 
G 
S 

WB 

= 

= 

= 

= 

= 

_ 

= 
= 
= 
= 
= 
= 
= 

effective exchange 
coefficient, kg/ms 
empirical constant 
for fill, m" 1 

effective viscosity, 
kg/ms 
density of moist air, 
kg/m3 

effective Prandtl 
number, dimen-
sionless 
dependent variable 

ambient 
base of the fan stack 
dry bulb 
eliminator 
water 
moist air 
saturated 
wet bulb 
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The calculation domain extends from the vertical inlet 
section to the horizontal outlet plane and thus covers the 
entire cooling tower. For the sake of generality, both polar 
and Cartesian coordinates are considered (Fig. 1). Following 
are the governing conservation equations in polar coor
dinates. 
Mass of Air: 

3 1 3 
— (pu) + — — (prv) •• 
dx r or 

Mass of Water: 

dx 

x-Direction Momentum: 

(pFuF)=m™ 

(3) 

(4) 

dx 
(pw 

dv 1 3 d / dv \ 
)+TTr{prVU)-o-x\^-dx~) 

1 d / dv \ 

--VYrV^-di) 
dp 

(5) 

dx 
-fx-(p-Pamb)g 

/•-Direction Momentum: 

d 1 d ^ d 

ax 

1 3 

i a , a / dv \ 
(puv) + — — (prv1) - — (/xeff — ) 

r dr dx \ dx / 

1 3 / dv \_ dp 
(6) 

Air Enthalpy: 

a . . i a 
d~x 

1 a d / dfir,\ 
(puhG) + — yr (prvhG) - — [Tttf -~ j 

-llfrT 3hG)-a'" 

Water Enthalpy: 

dx 
(pFuFhF) = -q" 

(7) 

(8) 

Moisture Fraction of Air: 

3 1 3 , 3 
— (pufG) + — — (prvfc) - — 
dx r dr dx (r-f) 

1 3 

Tr K-̂ )=«.-
Equation of State: 

P = -
pWG 

(9) 

(10) 
R(TDB+213) 

The following features of the conservation equations (3-10) 
may be noted. 

8 All conservation equations for air are coupled through 
convective fluxes (p« and pv), In addition, momentum 
equations (5) and (6) are coupled through pressure. 

• The gravity term in equation (5) uses a density difference 
(p ~ Pamb) rather than density (p). This is in accordance with 
the reduced pressure method [19]. The pressure, p, used in 
these equations is the reduced pressure, i.e., the relative 
pressure with reference to the ambient pressure at the same 
elevation. This practice of using reduced pressure and density 
difference is based on the exact transformations employing 
the following relation: 

/ ? = Ps ta t i c < PambS X 

» By setting r to unity and changing d/dr to d/3.y, the above 

P - Parr*: / G " / G , amb 

IV. - h, 

P - Pbs Calculated from Equation 12 

3 " G „ 3 / G . 

Fig. 4 Calculation domain, grid layout and boundary conditions for (a) 
natural-draft counterflow tower and (b) mechanical-draft crossflow 
tower 

set of equations become appropriate for the Cartesian 
coordinates in rectangular towers. 

• OT^'and q'" represent the sources of mass and enthalpy, 
and fx and fy represent resistances to air flow due to the 
presence of solid obstacles. Expressions for calculating m'J, 
q'", fx, and fy are described later in the section entitled 
"Physical Models." 

• hG is the specific enthalpy of moist air, and fa is the 
fraction of vapor content of moist air. Since hydrodynamic 
equations solve for velocities and pressure of moist air, it is 
appropriate to solve for specific enthalpy and moisture 
fraction of moist air. However, specific enthalpy of dry air, 
hG, and moisture fraction of dry air, JQ, can be evaluated 
from the following expression: 

h'r = 
l - / o 

r0= 1- /0 

( i i ) 

(12) 

Finite Difference Equations. The calculation domain is 
subdivided into finite number of control cells (Fig. 4). The 
finite difference equations are obtained by integrating the 
partial differential equation over the finite volume 
represented by a cell [20]. 

Typical grid distributions for a natural draft counterflow 
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tower and a mechanical draft crossflow tower have been 
shown in Fig. 4. Nonuniform grid distributions are employed 
with larger number of control cells located in the fill region. 
Grid is nonorthogonal to suit the hyperbolic shape of natural 
draft tower. All scalar quantities (such asp, hG,fG, etc.) are 
calculated at the center of the control cells; and velocity 
components (u and v) are calculated at the cell faces. 

The general form of finite difference equations is 

gE<j)E + aw4>w + aN4>N + as<j>s + Su 

aE + aw + aN + as-SP 
(13) 

where </> stands for any dependent variable such as u, v, hG, 
hF, a n d / 0 ; and link coefficients aE, aw, aN, and as express 
the effects of convection and diffusion between the grid point, 
P, and its neighboring grid nodes in East, West, North and 
South directions, respectively. Sv and SP are the components 
of source term, S, which is linearized as: 

S = Sy+Sp4> 

Boundary Conditions. The following 
specified as system boundary conditions: 

1 Hot water flow rate 
Either cooling range or hot water temperature 
Dry-bulb temperature, TDB 

Wet-bulb temperature, TWB 

Ambient pressure 

quantities are 

The specified conditions for each dependent variable at all 
four boundaries of the calculation domain are also shown in 
Fig. 4. 

The moisutre fraction and enthalpy of inlet air are 
calculated from the dry-bulb and wet-bulb temperatures by 
employing the following thermodynamic relations. 

/ G.amb Js 
CGLe (TDB — TWB) (1 —fs) 

h •fa 

— (1 — /o . amb) W? TDB + / < G.amb "fg A/i 

(14) 

(15) 

Equation (14) has been derived from the thermal equilibrium 
equation for a wet bulb temperature [21]. Equation (15) 
follows from the definition of specific enthalpy of moist air. 
Calculation off, is to be described in the section of Physical 
Models. 

Pressures are specified at the inlet and outlet boundaries, 
while the velocities are calculated from the local differences 
between the ambient pressure and the pressure inside the 
tower. Pressures at the inlet and outlet sections of a tower are 
the same as that of ambient. For mechanical draft towers, the 
fan and stack are simulated by way of a "point" model, i.e., 
no distributions of flow variables are calculated in the stack. 
The pressure at the bottom of the stack, pbs, is calculated 
from Bernoulli's equation by considering the input power and 
efficiency of fan and the area changes in stack. Appendix A 
describes the calculation steps forpbs. The final form is 

Pbs —Pamb " 
P'/fai 

mc 

1 
P "fan 

L v/1nenum / v - ^ stack / J 1 plenum 

- (Pamb-P)g ^stack (16) 

where P is the input power to fan and iVstack is the number of 
velocity heads {= p u2

an/2) lost in the stack. 

Solution Procedure. Since the governing equations are 
coupled and nonlinear, they have to be solved by means of an 
iterative procedure. An implicit solution scheme based on the 
procedures of [17] and [18] is employed. The main steps of the 

GUESS INITIAL DISTRIBUTION OF 
PRESSURE, VELOCITIES, AIR AND 
WATER ENTHALPIES, AND VAPOR 
FRACTION AND SET STER-0 

CALCULATE VELOCITIES AT INLET 
AND OUTLET BOUNDARIES. IMPOSE 
RELEVANT BOUNDARY CONDITIONS 
FOR ENTHALPY AND VAPOR 
FRACTION OF AIR 

CALCULATE MASS CONTINUITY 
ERRORS; SOLVE FDE's FOR PRESSURE 
CORRECTION. ADJUST VELOCITIES TO 
SATISFY CONTINUITY 

ADJUST HOT WATER TEMPERATURE, 
IF FIXED HEAT LOAD BOUNDARY 
CONDITION IS APPLICABLE 

PRINT 
OUTPUT 

SUMMARY 

PRINT FIELD 
PRINTOUT, 
CONTOUR 
MAPS AND 
OUTPUT 

SUMMARY 

Fig. 5 Illustration of the main calculation steps in VERA2D 

calculation procedure are depicted in Fig. 5. The convergence 
of numerical scheme is checked by the normalized residual 
errors of all conservation equations in each control cell of the 
calculation domain. 

Physical Models 

Resistances to Air Flow. The flow resistances offered by 
various solid obstacles and water flow within the tower are 
expressed for each control cell in the following integrated 
form. 

\fxdV=N. — pu2AV+Niouva — pu2AA 

+Naim — pu2AA (17) 

\fydV=N- y pv2AV+NlouvN — pv2AA 

+Nelim — pv2AA (18) 

where AKis the volume, and AA is the area of the control cell 
face normal to the velocity component. N is the number of 
velocity heads lost per unit air travel distance in the fill or in 
the spray region. 7Viouver and /Velim are the total number of 
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velocity heads lost in the louver and eliminator, respectively. 
Available empirical data for coefficients of resistances to 
airflow in cooling towers have been compiled and presented in 
a separate report [23]. 

Turbulence Model for Air Flow. The effective viscosity of 
air is calculated from an algebraic model of turbulence [24] 
which states /zeff = C pamb «avg yh where wavg is the average 
flow velocity in the tower, yt is characteristic length, and C is 
an empirical constant (= to 0.06). The length scale, yt, is 
taken to be equal to the pitch of fill elements. Effective ex
change coefficients (reff) for enthalpy and moisture fraction 
are calculated as 

Meff 

tfeff 
(19) 

where aeff is the effective Prandtl number and has been 
assumed to be unity. 

More sophisticated models of turbulence [24] will not be 
useful unless control cell dimensions are smaller than the pitch 
of the fill element. The typical grids in a natural draft 
counterflow tower are 2 to 3 m wide, whereas the pitch of the 
fill elements are in the order of 2 to 5 cm. Computations with 
several control cells between successive fill elements would be 
extremely expensive, and cannot be justified unless the ac
curacy of empirical correlations for pressure drop and heat 
and mass transfer are significantly improved. 

Psychrometric Property for Air. The calculation of m™ 
[equation (9)] and/G i a m b [equation (14)] requires a knowledge 
of moisture fraction of saturated air, fs. Th is / , is a function 
of pressure and temperature and is determined with the help 
of Clausius-Clapeyron equations and the equation of ideal gas 
mixture. These equations are 

dPs = hfg 

dT TVG 
(20) 

fs W„ Ps 
1 f w < 2 1 > 
l-/s ^air Pamb-Ps 

where ps and Va are the saturation pressure of water vapor at 
the water temperature and specific volume of moist air. 
Further details on integration of equation (20) appear in 
Appendix B. The use of fundamental equations, rather than 
tables or polynomial curve fits, increases the range of ap
plicability of the method. Equations (20) and (21) are ap
plicable to all ambient pressures. 

Heat and Mass Transfer Models. 
The Current Practices. Equations (7) and (9) require the 

expressions for the rates of heat and mass transfer from water 
to air (i.e., for q'" and m'"). The current practice for q'" is 
based on the use of MerkePs model, which is 

q'"=Ka(hs-hG) (22) 

where Ka is an empirical mass transfer coefficient, and hs — 
hG is the difference between the enthalpies of the saturated air 
and dry air. For counterflow fills and sprays, Lowe and 
Christie [16] have reported empirical data in the following 
form 

Ka 

-<•£)- (23) 

where L' and G' are the mass fluxes of water and dry air, and 
X and n are empirical constants. Different fills have different 
values of X and n. 

For crossflow fills, Kelly [2] has reported data for Ka values 
as a function of L/G for different heights and widths of a fill. 
As a result, a large number of fill characteristic curves appear 
in [2]. Further analysis of this data has indicated that Ka can 
be expressed as a function of the product of water and dry air 

( m -

Ka 
L" 

V- 1 ) 
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V 
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.8 
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.2 .3 .4.5.6.7.8.9 2 3 4 5 6 789 
1.0 10 
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— x 
G 

X 

Y 

Fig. 6 Heat transfer characteristics of standard wood lath crossflow 
fill (vertical pitch = 10.16 cm, horizontal pitch = 20.32 cm) 

mass flow ratio (L/G) and fill aspect ratio (H¥ill/1Vm). For 
example, Fig. 6 shows the data for the plastic wedge fill. 
Therefore, the Ka correlation is considered to be of the 
following form 

Ka / L Hm 

~^~ ^~G~~ .... 
It may be noted that for round towers, L' ^ L/Wm and G' 
j± G/Hm. Available data for both counterflow and 
crossflow fills have been compiled and reported [23]. 
An expression of evaporation rate, wi™, consistent with 
equation (22), is 

V G WPin J 
(24) 

m?=KaVs-fG) (25) 

Remarks on the Current Practice. The current practice of 
calculating q'" employs only one coefficient (Ka) to represent 
both sensible and evaporative heat transfer processes. Also, 
the coefficient, Ka, is expressed as a function of water to dry 
air mass flow ratio, (L/G), only. Such simplifications have 
narrowed down the range of applicability of the empirical 
data. Strictly speaking, the data are applicable only for the 
conditions at which they were deduced from the experiments. 
Evidence of such restrictions can be seen from the need of ad 
hoc corrections, such as the hot water correction [11, 25, 26]. 

Suggestions for Improvement. These limitations can be 
removed by employing a more accurate expression for heat 
and mass transfer from water to air and by expressing the 
coefficients of heat and mass transfer in terms of fun
damental dimensionless parameters, such as Reynolds 
number, Prandtl number, and Weber number. 
The complete expression of heat transfer can be written as 

•TG + 
Ka / / , - / , 

Ha. 
(JS-JG\. 

(26) 

HaK 
+ Haair 

where 
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hT = CP, vapor TG + hfg. (27) 
Equation (26) has been derived from the Reynolds flow 

model [21, 22]. //awaler, Haair are the heat transfer coefficients 
for water and air side, and Ka is the mass transfer coefficient. 
These three coefficients are required to be determined from 
experiments. The assumption of i/awater > > Haak simplifies 
equation (26) to 

q'"=Ha3ir(TF~TG)+Ka^fhT (28) 
1 Js 

Equation (28) requires only two empirical coefficients, 
namely, Ka and Haail. 

Two further assumptions, namely, fs < < 1 and hfg = hT, 
reduce equation (28) to 

q'" = Hasit (TF~TG)+Ka(fs-fG) hfg (29) 

Finally, with the additional assumption that Lewis number 
H/KCG unity, equation (29) reduces to Merkel's equation 
(25), which involves only one empirical constant. 

Further discussion and analysis of the abovementioned 
models of heat and mass transfer and possible ways of 
evaluating necessary coefficients will be the subject of a future 
communication. 

The present mathematical model (embodied into a com
puter code VERA2D) has built-in options for employing 
equations (25), (28), or (29). Option for equation (26) can be 
easily included. Therefore, VERA2D provides a framework 
for the development of a suitable heat and mass transfer 
model and associated empirical coefficients. Until such 
developments, the option of Merkel's model [equation (25)] 
must be used for consistency with the available empirical 
data. 

Summary 

A general, two-dimensional mathematical model applicable 
for natural and mechanical draft towers of counterflow or 
crossflow arrangements has been described. The main 
features of the present model are the following: 

(a) Simultaneous solutions of coupled nonlinear equations 
governing fluid flow, heat transfer and mass transfer are 
obtained. 

{b) Physical model for heat and mass transfer has been 
incorporated in a manner which permits separate calculation 
for sensible and evaporative heat transfer. 

(c) Any form of empirical correlation for heat and mass 
transfer can be inserted in the computer program. 

(d) The model has been embodied in a user-oriented 
computer code VERA2D [22] which can be 'used for per
formance evaluations as well as for developing physical 
models and associated empirical correlations. Some ap
plications of the computer code have been described in Part 2 
of the paper [28]. 

(e) The model is extensible for three-dimensional and 
transient analysis to account for effects such as cross wind, 
blockages inside the tower, and changes in operational and 
climatic conditions. 
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A f a n - Available Area at 2-2 
Astack = Available Area at 3-3 

''STACK 

Fig. 7 Schematic representation of fan and stack in a mechanical 
draft tower 

A P P E N D I X A 

Modeling of Fan and Its Stack 

The fan and stack have been schematically shown in Fig. 7. 
pbs of equation (16) is determined from Bernoulli's equation 
applied in the stack; this accounts for: 

(a) Energy supplied by fan 
(b) Energy available due to buoyancy in the stack 
(c) Energy loss due to skin friction and form drag 
id) Energy leaving tower 

Calculation of Pbs. Pressure at plane 2 (p2), shown in Fig. 
7, is related with the ambient pressure (= to/?amb) by applying 
Bernoulli's equation and continuity equation between plane 2 
and 3. 

1 
Pi -Pamb " *["(&)] 

(Al) 
^•**stack ' 

-(Pamb-P)g ^ 2 - 3 + ^ 2 - 3 

Similarly, pressure at plane 1 (= to pbs) is related with the 
pressure at plane 2(p2). 

P V(WP , 1 
Pbs =Pl ~ ^ + ? 

O" Z L N ̂ plenum ' 

-(Pamb-P)g hl-2+hL,_, (A2) 

Substituting equation (A2) in equation (Al) and introducing 
the following definitions 

^stack=' ! l -2+' !2-3 

1 
^ L = ^ L , „ 2 +hL2_3 =A'stacky 

The final expression of pbs is written as 

P VfanP _ _ j_ 
2 

" P "fa, 

(A3) 

(A4) 

Pbs ~~Pamb p"?an[(zT^) 
u v -^plenum ' 

^ A stack ' J 

- ( P a m b - P ) g ''stack ( A 5 ) 

A P P E N D I X B 

Integration of Clausius-Clapeyron Equation 

The Clausius-Clapeyron equation (20) is integrated by using 
the equation of state 

Vr. 
R 

W„ Ps 
(Bl) 

and the correlation of latent heat with temperature 

hfg=A0-B0T (B2) 

where A0 ( = 3.148856 x 106) and B0 ( = 2.372 x 103) are 
curve fit constants for hfg in J/kg and T\s in K. The values of 
A0 and B0 as given above are appropriate for 0°C to 80°C 
temperature range [27]. The integration of equation (20) 
provides the following expression 

Ps =Ae,exp[ ^ [A0 ( ^ - - 1 ) -B0 (Ln T ref)]j (B3) 

where TreS and preS is the absolute temperature and vapor 
pressure of a given reference point. The computer program 
employs 273 K as the reference temperature and 610 Pa as 
corresponding vapor pressure [27]. 
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Numerical Modeling of Wet 
Cooling Towers—Part 2: 
Application to Natural and 
Mechanical Draft Towers 
This paper presents several applications of the mathematical model described in 
Part 1 of the paper. Natural and mechanical draft towers of counterflow and 
crossflow arrangement have been considered. Predicted thermal performances 
compare well with the available data from operating towers. The distributions of air 
velocities, pressure, temperature, moisture fraction, and water temperature have 
been assessed from the considerations of physical plausibility only, since no ex
perimental data are available for comparison. Some sample parametric com
putations for a mechanical draft crossflow tower are also presented. The 
parameters studied are: (a) air travel dimension of fill; (b) aspect ratio of fill; (c) 
fan power; and (d) atmospheric pressure. The results are self-consistent and 
demonstrate the applicability of the model as an analysis tool. 

Introduction 

A general mathematical model for predicting thermal 
performance of wet cooling towers has been described in Part 
I of the paper [1]. The purpose of Part II is to demonstrate, by 
way of specific examples, the flexibility and accuracy of the 
model. To this effect, several calculations for the natural and 
mechanical draft towers of both counterflow and crossflow 
designs are presented. The order of presentation satisfies, in 
sequence, the following objectives: 

1 To demonstrate the stability and accuracy of the 
numerical scheme 

2 To provide comparison of predicted performance 
parameters with Kelly's method [3], as well as with test data 
of operating towers 

3 To present and analyze the predicted distributions of air 
velocity components, pressure, temperature, moisture 
fraction, and water temperature 

4 To present and analyze results of parametric com
putations 

5 To indicate the computer storage and execution time 
requirements for typical calculations 

All calculations employ Merkel's model of heat transfer, in 
conformity with the available fill data. 

Stability and Accuracy of the Numerical Scheme 

As explained in Part 1 of the paper, the mathematical 
model requires simultaneous solution of a set of second-
order, nonlinear, coupled partial differential equations which 
represent the conservation of mass, momentum, and energy in 
each control cell of a cooling tower. An iterative calculation 
scheme is used to solve these equations. The test and usability 
of such a solution scheme lies in the certainty and speed of 
convergence of the iterative procedure. Another important 
consideration is the capability of producing practically grid-
independent solutions, so that the calculations show accurate 
manifestations of the supplied flow and geometric conditions. 
For studying these features, two typical natural and 

mechanical daft towers were selected. Figure 1 shows 
schematic representation of these towers together with sample 
grid distributions. The main geometrical and flow parameters 
are: 

Natural Draft Tower 
Radius at the base 
Radius at the exit 
Radius at the throat 
Tower height 
Inlet port height 
Fill height 
Spray height 
Fill type 

Mechanical Draft Tower 

= 28.00 m 
= 16.00 m 
= 15.00m 
= 80.00 m 
= 6.00 m 
= 2.50m 
= 1.50m 
- Asbestos louver 

Mean half-width of the tower in air travel direction = 11.00 m 
Longitudinal width of the cell = 11.00 m 
Fill height -11 .00m 
Fill width in air travel direction - 4.57 m 
Fan diameter - 9.14 m 
Fan hub diameter = 2.74 m 
Stack diameter at exit = 10.67 m 
Stack height = 4.27 m 

Fill type Standard wood lath 
(Vertical pitch = 20.32 cms 
Horizontal pitch = 20.32 cms) 

Contributed by the Heat Transfer Division and presented at the 21st 
ASME/AIChE National Heat Transfer Conference, Seattle, Washington, July 
24-28, 1983. Manuscript received by the Heat Transfer Division July 19,1982. 

All computations were performed with the following values of 
property data. 

Specific heat of dry air = 1004.832 J/kg °C 
Specific heat of vapor =1814.8 J/kg °C 
Molecular weight of dry air = 28.97 
Molecular weight of water = 18. 
Lewis Number = 1. 

Ka values were calculated from equations (23) and (24) of [1] 
for counterflow and crossflow, respectively. 

Convergence Behavior of Solutions. Figures 2 and 3 
present the convergence behavior of the solutions for the 
natural draft counterflow tower. The following points may be 
noted from these figures. 
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Fig. 1 Sample grid distribution for (a) natural draft counterf low and (b) 
mechanical draft crossflow tower 
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Fig. 2 Reduction of normalized residual errors in a natural draft 
counterflow tower 

(ft) The logarithmic values of normalized residual errors of 
each conservation equation are plotted on the ordinates, at an 
interval of ten iterations. 
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Fig. 3 The variation of (a) air enthalpy and moisture fraction at a point 
near axis at the base plane and (b) total air flow rate with iterations for a 
natural draft tower 
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Fig. 4 The effect of grid distribution on the predicted approach and air 
flow rate in a mechanical draft crossflow tower 

(6) All residuals have been reduced by at least 5 decades (5 
orders of magnitudes) in 100 iterations. 

(c) Air flow rate is settled in about 30 iterations. 
(d) The moisture fraction and air enthalpy at a typical 

point also show a settled behavior after the same number of 
iterations. 

In Fig. 3, dotted and full lines present the calculated air flow 
rates for two runs, which employed two different values of the 
initial (guessed) air mass flow rates (80 and 320 kg/s). In spite 
of this large difference, after about 10 iterations both runs 
show nearly the same values of air flow rate. Similar checks 
were made for different initial guesses of the hot water 
temperature (cooling range is prescribed as a boundary 
condition). 
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Calculation of the mechanical draft tower also showed 
satisfactory convergence behavior; details are provided in [4]. 

Grid Independence of Solutions. A series of computations 
has been performed to examine the sensitivity of predicted 
tower performance on grid distribution. Figure 4 shows the 
effect of grid distribution on predicted approach and air flow 
rate in the mechanical draft crossflow tower. This study 
shows that with 400 controls cells in the fill region the 
predicted tower performance is practically independent of 
grid distribution. Figure 5 shows the effect of grid distribution 
on tower performance for the natural draft counterflow 
tower. For counterflow towers, practically grid independent 
solutions were obtained with 25 control cells in the vertical 
direction (21 in the fill and spray region) and 12 cells in the 
horizontal direction. 

Comparison With Kelly's Method 

Cooling Tower Institute [2] and Kelly [3] provided methods 
for calculating thermal performance of counterflow and 
crossflow cooling towers, respectively. Both methods employ 
a graphical solution of demand and fill-characteristic curves 
as explained in [1]. The present mathematical model requires 
empirical correlations to determine mass transfer coefficient, 
Ka. However demand curves are not required since the model 
calculates fluid flow, heat transfer, and thermodynamic 
properties from basic physical laws. 

Figure 6 provides the comparison of predicted approach by 
present mathematical model with those obtained with Kelly's 
method [3] for the mechanical draft crossflow tower. The 
present model predicts slightly higher values of approach, i.e., 
poorer performance of the tower. The observed differences 
are within 2.5 percent in thermal effectiveness, (17 = 
Range/Range + Approach) of the tower. There are several 
factors which could contribute to the discrepancies as 
described below. 

Type of fill: Splash bar 
(Fill H of Kelly's [3] Handbook) 

Number of Velocity Heads 
Lost at Drift Eliminator 

Number of Velocity Heads 
Lost at inlet louver 
Fan Horsepower 

= 9.93 

= 2.06 

= 177.60 

The comparison of measured and predicted approach values 
shows a reasonable agreement. 

Predicted Flow Distributions 

Figures 7-10 show the predicted distributions of water 
temperature, air temperature, vapor fraction, relative 
humidity, presure, density, and velocity in the mechanical 
draft crossflow tower. The main observations are summarized 
below: 

9 Figure 7 shows a significant variation in water tem
perature at the cold water basin level. 

8 Air temperature, moisture fraction and relative humidity 
increase as air passes through the fill. 

8 Both pressure and density of the air decrease as air passes 
through the fill. The density contours are similar to that of 
vapor fraction, implying a strong dependence of density on 
the vapor fraction. 

• The predicted air flow distribution shows an expected 
trend, i.e., practically uniform flow in the fill (because of high 
resistance), very low motion in the lower part of the plenum 
(i.e., near the centerline of the tower), and a smooth turning 
and acceleration of flow towards the exit. It should be 
reminded here that the fan stack has been simulated as a point 
model; its detailed simulation may show different velocity 
distribution near the exit. 

No. 

1 

2 

3 

4 

Present model 

Accounts for loss of water due to vapori
zation; this leads to nonuniform water 
distribution 

Heat transfer rate depends upon atmospheric 
pressure 

Calculates nonuniform air distribution 
throughout the tower 

Allows for air density variation 

Kelly's method 

Does not account for 
loss of water due to 
vaporization 

Heat transfer rate is 
independent of atmos
pheric pressure 

Assumes uniform air 
distribution 

Assumes uniform air 
density 

Obtains grid independent solution by 
refining mesh size 

Obtains grid independent 
solution by extrapolating 
coarse mesh size solution 
to zero mesh size 

The above remarks about Kelly's method are made on the 
basis of [3]. 

Comparison With Field Test Data 

Table 1 provides a comparison between the model's 
prediction of performance and existing field test data on a 
mechanical draft crossflow tower. Specific details of the 
tower are given below. 

Figures 11-13 show the predicted velocity distributions for 
the cooling towers of other three designs, namely, mechanical 
draft counterflow, natural draft counterflow, and natural 
draft crossflow, respectively. 

Mean half-width of the tower 
Longitudinal width of the cell 
Cell height 
Air travel width of the fill 

= 9.70 m Fan diameter = 8.53 m 
= 10.97 m Hub diameter = 1.22 m 
= 11.98 m Stack diameter = 9.68 m 
= 5.15 m Stack height =4.27 m 
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Fig. 5 The effect of grid distribution on the predicted approach and air 
flow rate in a natural draft counterflow tower 
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Fig. 6 Comparison of predicted approach (by VERA2D) with that of 
Kelly for a mechanical draft crossflow tower 

It is interesting to note that in the counterflow fills, the 
predicted flow distributions are far from being uniform or 
vertical, i.e., flow is really not countercurrent to waterflow, 

32.000 
36.000 
40.000 

CONTOURS OF D R Y B U L B T E M P E R A T U R E , °C 
CONTOUR V A L U E 

1 33.000 
2 34.000 
3 36.000 
4 37.500 

Fig. 7 Predicted contours of air and water temperature 

but at a significant angle. It clearly shows the need of im
proving empirical data base for fills. 

Also, the velocity distribution approaching the fill is 
considerably nonuniform. This nonuniformity is due to the 
right angle turn of the air stream immediately after its entry to 
the tower. Finally, in Fig. 12, exit air velocity is fairly 
nonuniform (with low velocities near the wall). 

Performance Curves 
Figure 14 shows the predicted performance curves for a 

typical mechanical draft crossflow tower at two different flow 
rates. At each flow rate, computations are performed for 
different ranges and wet-bulb temperatures. The predictions 
show that cold water temperature increases with the increase 
in cooling range, wet-bulb temperature, and water flow rate. 

Figure 15 shows the predicted performance curve for a 
typical natural draft counterflow tower. For a given cooling 
range, the predicted cold water temperatures are plotted 
against wet-bulb temperature for different ambient relative 
humidities. Lower cold water temperatures are predicted at 
higher relative humidity. For natural draft towers, ambient 
relative humidity plays a major role in tower performance, 
since the amount of air flow through the tower directly 
depends on the density of ambient air. For a given cooling 
range, the tower performance deteriorates at lower relative 
humidity due to the reduction in air flow rate. The air flow 
rate reduces because the drier air is heavier than the moist air. 
These performance curves show the same trends as reported in 
[6] 
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Table 1 Comparison of VERA2D predictions with field test data for a 
mechanical draft crossflow tower 

Table 3 Effect of alternative fill arrangements 

N"mb" 

7 

10 

11 

12 

13 

14 

15 

(°CI 

8.33 

8.29 

8.10 

8.11 

8.06 

7.78 

7.73 

7.56 

7.31 

3.02 

B.20 

8.03 

8.15 

7.79 

8.11 

Specified Conditions 

Dry Bulb 
TBmpaiatura 

("CI 

29.00 

29.80 

30.25 

30.30 

30.50 

32.00 

30.25 

31.00 

31.80 

30.15 

29.55 

29.45 

28.85 

30.00 

28.95 

W.t Bulb 
Tampatatura 

<°C) 

21.38 

21.87 

22.25 

22.28 

22.39 

23.85 

22.26 

22.67 

23.56 

22.16 

21.75 

21.66 

21.26 

22.02 

21.31 

Watar Flow 
Rata 

tko/»ac] 

1118.25 

1148.57 

1153.68 

1148.96 

1152.51 

1143.45 

1132.82 

1130.46 

1126.52 

1155,66 

1153.29 

1137.94 

1137.94 

1137.94 

1137.94 

Me* lured 

9.16 

8.94 

8.85 

8.76 

8.64 

7.34 

8.48 

8.16 

7.54 

8.70 

8.96 

8.97 

9.14 

8.65 

8.94 

Approach l°C 

Predicted 

9.279 

9 301 

9.045 

9.003 

8.950 

8.108 

8.594 

8.289 

7.740 

9.035 

9.318 

9.146 

9.352 

8.773 

9.301 

Difference 
Between 

Measured & 
Predicted 

-0.119 

-0.361 

-0.195 

-0.243 

-0.310 

-0.768 

-0.114 

-0.129 

-0.200 

-0.335 

-0.358 

-0.176 

-0.212 

-0.123 

-0.361 

Predicted 
Air Flow 

Rata 
(kg/sac) 

64 7.2 

644.5 

643.8 

644.0 

643.7 

642.3 

645.5 

644,9 

644.1 

644.0 

644.6 

645.8 

646.5 

645.5 

646.4 

Table 2 Effect of changing the air travel dimension of fill 

Case 
Number 

Base Case 

1.1 

1.2 

Predictions 

Approach 
<°C) 

8.46 

8.64 

9.34 

Air Flow Rate 
(kg/s) 

792.5 

732.2 

644.9 

Water Water 

Case 1.1 Case 1.2 

Wpin is Increased by 25% ^ F i l l 's l n c r e a s e d by 50% 

Sample Parametric Studies 

Effect of Increasing Air Travel Dimension of a Fill. Table 
2 shows the predictions of approach and air flow rate for 
three cases: 

Case 1: Base case, mechanical draft crossflow tower with 
conditions described in section 1 of this paper 

Case 2: Air travel dimension of fill increased by 25 
percent from that of base case 

Case 3: Air travel dimension of fill increased by 50 
percent from that of base case 

The results show that in spite of the increase of fill 
dimension (and hence volume of the fill), the tower per
formance deteriorates. This is because for the selected fill, an 
increase in flow resistances reduces air flow significantly; i.e. 
10 to 20 percent. The results could be different for different 
fills, which will have different heat transfer and pressure drop 
characteristics. However, for a given fill, the optimum 
dimensions can be found by a more detailed parametric study. 

Case 

Number 

Base Case 

2.1 

2.2 

Predictions 

Approach 

(°C) 

8.46 

7.691 

10.52 

Air Flow Rate 

(kg/s) 

792.5 

883.0 

634.4 

i i 

Air j 

W F i l l 

h 

Case 2.1 

Wp j | | is Decreased by 25% 

hp ju is Increased by 25% 

Wp jn is Increased by 25% 

hp ju is Decreased by 25% 

Table 4 Effect of ambient pressure 

Run 

Number 

Base 

Case 

3.1 

3.2 

Description of the Run 

A m b i e n t Pressure (A t Sea Level 

A l t i t ude ) = 101323 N / M 2 

Fan HP = 180.0 

L/G = 1.12 

A m b i e n t Pressure [ A t 2500 Feet 

(762M) A l t i t ude ] =91109 .64 N / M 2 

Fan H P = 180.00 (Fixed) 

L/G = 1.22 (Calculated) 

A m b i e n t Pressure = 

91109.64 N / M 2 

Fan HP = 222.39 (Calculated) 

L/G = 1.12 (Fixed) 

Predictions 

Approach 

6.45 

6.24 

5.69 

Air 

Flow 

Rate 

(kg/s) 

894.8 

821.5 

892.5 

Effect of Alternative Fill Arrangement. The predictions 
for two alternative fill arrangements (maintaining the same 
fill volume) and their comparison with the base case is shown 
in Table 3. The predictions clearly show that the taller and 
slender arrangement of fill performs better than the shorter 
and thicker arrangement. Once again, optimum fill 
arrangements can be determined by performing similar 
parametric computations over a wider range. 

Effect of Fan Power. The predicted effect of varying the 
power input to fan on the approach and air flow rate of an 
induced draft crossflow tower is shown in Fig. 16. As ex
pected, the air flow rate increases and approach decreases 
with the increase in fan horsepower. Figure 16(6) also shows 
that approach, like air flow rate, can be related with fan horse 
power by a power law expression. 

Effect of Ambient Pressure. The effect of ambient 
pressure has been studied by performing two additional runs 
(Table 4). At lower ambient pressure pertinent to a higher 
altitude, for example, in run 3.1, the fan power was retained 
constant, while in run 3.2 the flow rate was retained constant, 
i.e., equal to that of the base case. Following are the ob
servations. 
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Fig. 8 Predicted contours of vapor fraction and relative humidity in a 
mechanical draft crossflow tower 
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4 
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Fig. 9 Predicted contours of pressure and density in a mechanical 
draft crossflow tower 

1 Same fan (with identical input power) at a higher altitude 
draws less amount of air. In spite of this, tower performance 
improves due to the enhancement of evaporation rate at the 
reduced ambient pressure. 

2 The tower operation with a constant L/G shows a 
significant improvement in the tower performance at higher 
altitudes, due to the reduction in ambient pressure. 

Computational Details 

All computations have been performed with the aid of the 
VERA2D computer code which is written in standard 
FORTRAN IV and is described in [3] and [4]. The code 
requires about 37K decimal words SCM storage, and about 4 
x 10~4 s per cell per iteration execution (CPU) time on a 
CDC 7600 computer. For a typical mechanical draft tower 
with 500 control cells, about 50 iterations are needed and the 
corresponding execution time is 11 s. The calculations are 
regarded as converged when the maxima of normalized 
residual errors in all conservation equations become less than 
0.001. Computation of a natural draft tower with the same 
number of control cells requires about 20 percent more time 
(i.e., about 13 son a CDC 7600 computer). 

Concluding Remarks 

The paper has described several applications of the 

Maximum Velocity (m/s) = 8.48 
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y ,• / l 

I h' m 
\ \ \ N 
\ \ \ V 
\ \ \ v 
\ \ \ V 

— ' ..- / / I V V v ~ - — 

Fig. 10 Predicted velocity vectors for the mechanical draft crossflow 
tower 

mathematical model described in [1]. The presented examples 
demonstrate: 

(a) The accuracy and stability of the numerical solution 
scheme 

(b) The physical realism of predicted global and local 
quantities 
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Fig. 11 Predicted velocity vectors and stream function in a 
mechanical draft counterflow tower 

Maximum Velocity (m/s) = 4.04 

Fig. 12 Predicted velocity vectors in a natural draft counterflow tower 

(c) Sample performance curves 
(d) Self-consistent and physically plausible results for the 

parametric studies 
(e) The modest computer time requirements for both 

mechanical and natural draft towers 

Fig. 13 Predicted velocity vectors in a natural draft crossflow tower 
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Fig. 14 Performance curves for a mechanical draft crossflow tower 

The model can be used for relative performance evaluation, 
and design optimization studies. It can also be used as a 
research tool for the development of adequate heat and mass 
transfer models and associated empirical data, which are very 
much needed for more accurate performance predictions. 
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Fig. 15 Performance curves for a natural draft counterf low tower 
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The Effect of Tube Layout on the 
Fluid-Elastic Instability of Tube 
Bundles in Crossflow 
Fluid-elastic instability is widely recognized as a mechanism which can cause rapid 
failure of tubes in shell and tube heat exchangers. The shellside flow velocity for the 
onset of the fluid-elastic whirling is commonly calculated from Connors' formula 
provided that the instability factor is known. The literature contains several 
reported values of the instability factor for different tube bundles but these have 
been obtained from a variety of test configurations and this has led to some large 
discrepancies. This paper describes a systematic study of the effect of tube layout on 
the instability factor for sixteen tube bundles. The results presented show that the 
instability factor varies by a factor of 3 over the range of tube layouts tested. This 
paper concludes with a comparison of the results of the present study with values 
taken from the open literature. 

Introduction 

The quest for increased thermal performance of shell and 
tube heat exchangers has led to an increase in shellside flow 
velocities which, in turn, has given rise to an increase in the 
incidence of flow induced vibration. Whilst the number of 
heat exchangers that experience flow induced vibration is 
small in proportion to the total number manufactured [1], the 
occurrence of this problem can be sufficiently violent to cause 
tube failure within a short period of time and may result in the 
closing down of costly process plants or power generating 
stations. For this reason, the subject has attracted much 
research effort in recent years, and whilst great advances have 
been made, there are still many aspects of the problem which 
have yet to be explained. 

Flow induced vibration of closely spaced tubes in crossflow 
can be caused by a number of separate mechanisms. Of these, 
there is one class which are self excited in that they depend 
upon the interaction between the fluid flow and the motion of 
the structure, i.e., they are fluid-elastic in origin. Fluid-elastic 
vibration sets in at a critical flow velocity and can become of 
large amplitude if the flow is increased further. Unlike tube 
resonances caused by some fluid dynamic effects, e.g., vortex 
shedding, increasing the flow velocity during fluid-elastic 
instability is very unlikely to result in a reduction of vibration 
amplitude to an acceptable level but rather is likely to result in 
tube failure. The critical velocity for fluid-elastic vibration is 
therefore of great importance to designers of heat exchangers 
and can be regarded as the upper limiting flow. 

Much of the pioneering work on fluid-elastic vibration of 
tubes in crossflow was done by Connors [2]. He developed a 
semiempirical model, based on the motion of tubes which he 
had observed commonly in a single tube row. His analysis 
related the critical velocity, Vc, to the properties of the fluid 
and the structure as follows 

Ld I od2 J fnd "L Pd2 J ( 1 ) 

where K is a stability parameter at 9.9 for Connors's single 
tube row for which P/d was 1.41. In tube bundles, the 
assumed tube motions upon which equation (1) was based do 
not generally occur, and an equation of the following form is 
more appropriate 
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fnd 
= 4>(G) 

me' 

P~CP. 
5b (2) 

and a and b may be less than 0.5 [3, 4, 6], To evaluate these 
parameters, an extensive experimental program would be 
required in which tube layout, me, p, d, and 6 were varied 
systematically. Because the object of the work described in 
this paper was to study the effect of tube layout, the other 
parameters being kept essentially constant, it was decided to 
use equation (1) as a means of reducing the experimental data. 
This approach has been used widely in other studies and 
allowed comparisons to be made with published data. 

Since the work described in this paper was carried out, there 
have been some significant contributions to this field. In 
particular, Price and Paidoussis [4] have extended the quasi-
static theory, Tanaka and Takahara [5] have developed an 
unsteady theory which makes extensive use of measured fluid 
force coefficients, and Weaver and El Kashlan [6] have 
published further experimental results on the effects of tube 
mass ratio. All of these results support the contention that the 
simple Connors relationship has no general validity for tube 
bundles. 

Experimental Facility 

Use was made of an existing wind tunnel which had been 
built for an earlier study of fluid dynamic forces in tube 
bundles. This restricted the available air flow velocities and 
maximum tube span for the design of a suitable test section. It 
was considered undesirable to use tubes of small diameter 
because little is known about scaling of flow-induced 
vibration. Design of a suitable test section therefore centered 
around achieving a sufficiently low tube natural frequency to 
allow tube vibration to occur within the flow available. 

Wind Tunnel. The wind tunnel is shown schematically in 
Fig. 1. The working section measures 0.457-m square and the 
contraction ratio is 3.2. Air is drawn through the wind tunnel 
by a centrifugal fan which is capable of giving a maximum 
empty tunnel velocity of 30 m/s with a turbulence intensity of 
approximately 1 percent. The fan is run at constant speed and 
control of the flow through the test section is achieved by 
bleeding air into the tunnel downstream of the test section. 
There are four bleed ports, one in each wall of the tunnel to 
ensure that the symmetry of the flow is not disturbed. The 
bleed flow is regulated by moving a sleeve which partially 
blanks off the ports. A flexible coupling between the fan and 
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Fig. 1 General arrangement of vibration rig 
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Tube Machined and 
Bonded into Tubeplate 
using Solvent Adhesive 

Perspex Tube 
0Q25m O.D.x 0002 m 
Wall Th ickness 

t ^ ^ 55) 
Fig. 2 Tube mounting arrangement 

the wind tunnel ensures there is no transmission of 
mechanical vibrations to the test sections. 

Test Sections. Several test section designs were considered 
that would enable low stiffness to be achieved whilst main
taining a tube outside diameter of 0.025 m. In the final design, 
Fig. 2, low stiffness was achieved by using cantilevered tubes 
made of "Perspex" (polymethyl methacrylate). It has been 
shown in an earlier paper [7] that the use of cantilevered tubes 
does not affect the critical flow velocity for a tube bundle of 
given tube layout. The use of Perspex as the tube material 
simplified the construction of the test sections, because it was 
possible to use Perspex also as the tube plate material and to 
bond the tubes into the 0.025-m thick tube plate. This 
technique gave good consistency between tubes and resulted in 
tube natural frequencies within 2 percent. To allow the tubes 

FLOW 

ROTATED SQUARE 

ROTATED TRIANGLE 

TRIANGULAR 

Fig. 3 Geometric configurations 

to vibrate freely, a clearance of 1 mm was provided between 
the free end of the cantilevered tubes and the adjacent bottom 
wall of the test section. Rubber bungs in the bore of the free 
end of each tube prevented flow leakage from the bundle2. 

Tube Layout Configuration. Sixteen test sections have 
been built, representing the geometries shown in Fig. 3, each 
with pitch to diameter ratios (P/d) of 1.273, 1.35, 1.52, and 
1.78. The lattice is continued right up to each side wall by 
using dummy tube segments where appropriate. Ten rows of 
tubes are provided in the flow direction. 

It should be noted that the critical velocity used to calculate 
the instability factor has been based on the maximum in-
tertube velocity, i.e., through the minimum gap between 
tubes. For the square and triangular configurations, the 
maximum intertube velocity always occurs between tubes in 

The mass of the rubber bung was considered to be uniformly distributed 

along the length of the tube for the purpose of calculating K from equation (1) 

The value of P/d for the triangular geometry was 1.25 due to the use of 1-in. 

o.d. tubing. 

Nomenclature 

a = 
b = 
d = 

fn = 

K = 

m„ — 

exponent in equation (2) P = 
exponent in equation (2) S„ = 
tube outside diameter, m 
tube fundamental frequency, 
Hz S„ = 
instability factor, dimension-
less 
tube effective mass (tube Vc = 
plus contained and displaced 
fluid with added mass ef
fects) per unit length, kg/m 

tube pitch, m Vg = 
Strouhal number based on 
acoustic resonance, dimen-
sionless Vs = 
Strouhal number based on 
vortex shedding resonance, 5 = 
dimensionless 
flow velocity through the p = 
minimum gap between tubes 
at the onset of fluid-elastic 4>(G) = 
instability, m/s 

flow velocity through the 
minimum gap between tubes, 
m/s 
superficial flow velocity, 
m/s 
logarithmic decrement of 
damping, dimensionless 
density of fluid outside the 
tubes, kg/m3 

function of tube layout 
geometry 
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View from Above 

Tube 4 
Numbering : ,_ 9 7 2 
Convention „ ., 

8 6 3 

Fig. 4 Position of instrumented tubes in tube bundle 

View from Above 

Tube 
Numbering : 1 2 3 
Convention 

Fig. 5 Revised position of instrumented tubes in tube bundle 

the same row, whereas for the rotated variants this is not the 
case. The maximum intertube velocity is related to the 
superficial velocity as follows: 

Square and triangular configurations (TEMA designation): 

K= P/d " (3) 
(P/d-I) ' 

Rotated triangular configurations: 
_V3PA L 

g 2(P/d-l) s 

Rotated square configurations4 (for P/d< 1.71): 

y = P/d y 
g y/2(P/d-l) ' 

where Vc = Vg at the onset of fluid-elastic instability. 
In addition, a single row test section has been built having 

P/d= 1.41. Constructional details are similar to those for the 
tube bundles. 

Instrumentation. The air flow velocity was obtained from 
the pressure drop across the contraction in the wind tunnel. 

ROTATED TRIANGLE. 
P/d - 1-52 
TUBE 2 
(FIG. 5) 

J I 
» l * l 

This definition of Vg was used also for the bundle with Pld= 1.78 although 

V„ is then 3 percent lower than the maximum intertube velocity. 

10 12.9 20 21-6 27-5 30 

MAXIMUM INTERTUBE VELOCITY (m/s) 

Fig. 6 Typical tube response curves 

The contraction pressure drop had been calibrated by com
parison with the velocity measured using a pitot static tube. 

The amplitudes of selected tubes were measured using wire 
resistance strain gauges, bonded to the tube bore at the 
position of maximum bending strain. Maximum sensitivity 
was achieved by the use of two diametrically arranged strain 
gauges. The strain gauge signal was amplified and then fed to 
a RMS meter with a 30 s time constant or to an ultraviolet 
recorder. For each instrumented tube, strain gauges were 
provided to measure the components of the tube motion 
normal to and parallel with the flow direction. 

For the triangular configuration test sections with 
P/d= 1.25 and 1.35, ten tubes were instrumented and located 
at the positions shown in Fig. 4. Because of the consistency of 
the results obtained from these two test sections, later test 
sections were fitted with only three instrumented tubes at the 
locations shown in Fig. 5. 

Test Carried Out and Results 

For each of the wind tunnel test sections, the vibration 
response of the instrumented tubes was recorded over a range 
of airspeed sufficient to cause self-excited vibration. A 
stroboscope was used to observe the motion of each tube 
which was found to vibrate at its fundamental frequency. 
Typical response curves are shown in Fig. 6, from which can 
be seen the sudden increase in amplitude when a critical value 
of intertube velocity is exceeded. The critical velocity was 
obtained from each response curve as the point at which a 
tangent to the post critical response intersects the velocity 
axis. 

The damping of each of the instrumented tubes was 
determined from simple "plucking" tests in still air. The 
natural frequency of each instrumented tube was obtained 
from recordings of the tube motion during fluid-elastic in
stability. No significant coupling of tube vibrations, via the 
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Table 1 Summary of test results 

Geometry 
P 
d 

Kc,m/s fn,Hz 
pd2 

Triangular 

Rotated triangular 

Square 

Rotated square 

Single row 

1.25 
1.35 
1.52 
1.78 
1.27 
1.35 
1.52 
1.78 
1.27 
1.35 
1.52 
1.78 
1.27 
1.35 
1.52 
1.78 
1.41 

24.6 
21.7 
30.6 
41.5 
13.9 
16.0 
12.9 
13.7 
23.1 
21.4 
19.6 
23.7 
23.3 
27.4 
31.4 
34.8 
52.3 

36.4 
34.0 
35.1 
36.4 
33.8 
33.3 
33.7 
33.4 
32.8 
33.3 
32.8 
32.1 
33.5 
33.2 
32.4 
32.4 
33.6 

359 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 
236 

0.30 
0.26 
0.24 
0.22 
0.24 
0.25 
0.25 
0.24 
0.25 
0.24 
0.23 
0.18 
0.24 
0.24 
0.22 
0.22 
0.18 

_̂\ \ \ \-̂ r\r 

ROTATED 
TRIANGLE 

PITCH / DIAMETER RATIO P/d 

Fig. 7 Instability factors for bundles tested 

common tube support plate, was observed during these tests. 
Mean values of Vc,f„, &, and me/pd2, for each of the test 

sections, are given in Table 1. 

Triangular Geometry. The values of K obtained from the 
tests on the triangular geometry arrays are shown in Fig. 7. It 
can be seen that increasing the tube spacing was found 
consistently to increase the K value and so render the bank less 
prone to self-excited vibration. A study of the tube motion 
revealed no obvious phase relationships between tubes and the 
amplitude of each tube varied with time, and so the response 
was plotted as the RMS displacement taken over a period of 
several minutes. 

The hatched zones in Fig. 7 indicate the possible cumulative 
error in K arising from inaccuracies in the measurement of the 
parameters that were used to calculate K. 

The tube bank with P/d =1.25 yielded a mean value of 
critical velocity of 24.6 m/s and the coefficient of variation of 
the results from each of the 20 channels was only 2.6 percent. 
A similar consistency was found in the results for the banks 
with P / d = 1.35 and 1.52. For the wider spaced tube bank 
(P/d =1.78), however, it was possible to exceed, by a 
significant amount, the flow velocity required to cause the 
first tube to vibrate without achieving vibration in the last few 
rows of the bundle. 

Rotated Triangle Geometry. Figure 7 shows that, unlike 
the nonrotated variant, this configuration was equally prone 
to self-excited vibration for all tube spacings within the test 
range. Moreover, tube banks of this geometry were always 

more susceptible to self-excited vibration than their 
nonrotated counterparts. 

The tube motion was more ordered with this geometry, and 
it was often possible to identify "cells" in which tubes 
vibrated according to the pattern described by Connors [2]. 
For the banks with P /d =1.27 and P / d = 1.35, the worst 
vibration occurred in the second row whereas for the wider 
spaced banks, it was the third row. In every case, however, the 
tubes in the worst row vibrated predominantly transverse to 
the flow, adjacent tubes being in antiphase. As for the 
triangular geometry, the widest spaced bundle required a large 
increase in flow velocity (factor of 3.6) following the first tube 
starting to vibrate before the whole bundle was vibrating. 

Square Geometry. The bundle of square tube layout 
exhibited interesting behavior in that it was the intermediate 
spacing ratios which appeared to be most susceptible to fluid-
elastic instability. The close packed bundles (P/d =1.27 and 
1.35) exhibited vibration throughout the bundle and again 
there were "cells" in which Connors-type motion could be 
seen. For the wider spaced bundles, a different type of motion 
was observed. Tubes in the same row all moved in phase 
perpendicular to the flow direction but the motion in adjacent 
rows was in antiphase. This type of motion has been observed 
also by Gross [8] who applied the term "galloping" to it. The 
second and third tube rows (in flow direction) vibrated most 
violently, whereas successive downstream rows vibrated less 
violently such that the last few rows were essentially 
stationary. In order to excite the whole bundle into vibration, 
it was necessary to limit the amplitude of the tubes in the 
second row by inserting close fitting brass tubes into the tube 
bores before the flow was increased. The bundle with 
P / d =1.52 required almost twice the flow velocity before 
every tube was vibrating, and for the bundle with P/d = 1.78, 
vibration throughout the bundle was not achieved within the 
flow available. 

These results suggest that there are two mechanisms which 
give rise to self-excited vibration in square lattice tube banks, 
each applicable to a different range of tube spacing. 

Rotated Square Geometry. For most spacing ratios, the 
rotated square tube geometry was the least likely to vibrate, 
due to fluid-elastic instability, as shown in Fig. 7. With this 
tube layout, however, acoustic standing waves were set up in 
the wind tunnel as described more fully in a later section. 

For the wider spaced bundles of this geometry, it was found 
again that not every tube went unstable at the same intertube 
velocity. For the bundle with P / d = 1.52, the ratio of 
velocities for the first and last tubes to go unstable was 0.75. 

Single Row of Tubes. The single row test section showed 
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Fig. 9 Instability factors for bundles with triangular tube layout 

similar amplitude versus velocity response curves to those 
from tests on tube bundles. The main difference was in the 
pattern of tube motion which was predominantly in the flow 
direction, with adjacent tubes in antiphase. This motion is in 
accordance with the jet switch mechanism postulated by 
Roberts [9], although no attempt has been made to verify this. 

The mean value of instability factor, obtained from tests on 
this test section, was 10.1 with a coefficient of variation of 8.4 
percent. 

Because the mechanism of fluid-elastic instability is not 
well-understood, the opportunity was taken to see if one 
flexible tube in a row of rigid tubes will still go unstable. 
Figure 8 shows results for one, two, and all tubes flexible. It 
can be seen that a single flexible tube can become unstable but 
at 40 percent higher critical flow velocity. Goyder [10] has 
analysed a single tube row and has shown that there are 
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Fig. 10 Instability factors for bundles with rotated triangular tube 
layout 

several possible critical velocities depending on the number of 
flexible tubes and the pattern of vibration between adjacent 
tubes. His theory predicts the vibration of two flexible tubes 
not one. Blevins [11] has also shown that a single flexible tube 
is theoretically stable but for a more specific assumed motion 
of the tube. The motion of a single flexible cylinder is 
predominantly in the flow direction, which would suggest that 
the instability arises from changes in the drag force on the 
tube, brought about by shifting separation points of the 
boundary layer as the tube vibrates upstream and down
stream. 

Comparison of Instability Factors with Published 
Data. The instability factors presented here are compared 
with values from other sources (corrected as necessary so that 
the reference gap velocity is in line with equation (3)) in Figs. 
9-13. It is evident that there are large discrepancies between 
reported values, although this is reduced if data are compared 
only with other data from tests using the same fluid. This is an 
important point because there is increasing evidence that the 
exponent in equation (1) is less than 0.5 and may be as small 
as 0.21 [3]. For most cases, the results of the.present study 
form the lower bound of the values plotted and therefore tend 
towards the values that should be used for design purposes. 

The value of K= 10.1 for a single tube row with P/d= 1.41 
compares favourably with Connors's results (see Fig. 13) and 
this adds credibility to the values obtained for the tube 
bundles. 

Acoustic Resonance. During tests on bundles of the 
rotated triangle tube layout, a note at a frequency of 380 Hz 
was audible over a small range of flow velocities. This was 
identified as an acoustic standing wave, of wavelength equal 
to twice the width of the test section, perpendicular to both 
the tube axis and the flow [18]. This standing wave did not 
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significantly increase the emitted noise level, nor did it ap
parently interfere with the formation of self-excited vibration, 
and so it was not investigated further. 

Acoustic resonance was encountered again when bundles of 
the rotated square geometry were tested. For the bundle with 
P/d=l.21, a loud note of frequency equal to 384 Hz was 
initiated when the intertube velocity exceeded 19 rn/s but there 
was no significant tube motion. The noise intensity increased 
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GIBERT ET AL(12), AIR 
HARTLEN (13), AIR 
CONNORS (2), AIR 
S0UTHW0RTH AND ZDRAVKOVICH 
(14), AIR 

HALLE AND LAWRENCE (15) WATER 

J_ _L _L. 
1-3 1-4 1-5 1-6 W 1-8 1-9 

P/d 

Fig. 13 instability factors for single tube rows 

with flow, reaching a maximum of 145 dBA inside the wind 
tunnel, until at an intertube velocity of 23 m/s the noise 
disappeared to give way to extremely violent tube vibration. 
This vibration persisted until the flow had been reduced by 30 
percent and the acoustic wave returned. The violent nature of 
the vibration caused early tube failure whilst attempting to 
produce tube response curves. After repair, tests were carried 
out in which the flow was steadily increased until the vibration 
was initiated, the flow was noted and the tunnel was im
mediately shut down. Use of acoustic baffles situated along 
the centerline of the wind tunnel, both upstream and 
downstream of the bundle and parallel with the flow, gave 40 
dBA attenuation of the emitted noise. It was found that the 
upstream baffle could be removed without much effect on 
noise level, but the critical speed measured with the down
stream baffle was 5 percent different from that without a 
baffle. 

The tube bank with P/d =\.35 exhibited somewhat dif
ferent characteristics. In this case, the onset of the acoustic 
standing wave was accompanied by significant tube vibration 
as shown in Fig. 14, but at a frequency of 380 Hz, which 
corresponds to the vortex shedding frequency and the 
resultant acoustic resonance. Increasing the flow caused the 
noise and vibration to diminish until the onset of self-excited 
vibration was ultimately reached, characterised by motion at 
the tube fundamental frequency. The resulting vibration was 
again extremely violent and necessitated the same test 
technique as described above. It is interesting that vortex 
shedding, reinforced by the acoustic standing wave, was able 
to cause significant tube vibration at a frequency well away 
from the natural frequencies of the tube (33, 206, 579 Hz). 

As tube spacing increased, so did the separation between 
vortex shedding resonance, enhanced by acoustic resonance, 
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Fig. 14 Tube response for rotated square layout bundle with 
P/d = 1.35 

and the onset of fluid-elastic instability. For the bundle with 
P/d= 1.52, vortex shedding/acoustic resonance occurred for 
intertube velocities between 19 and 25 m/s, whereas fluid-
elastic instability did not occur until the intertube velocity 
reached 31 m/s. For the widest spaced bundle (P/d=U8), 
the vortex shedding/acoustic resonance occurred in the 
velocity range 20 to 26 m/s and the critical velocity for this 
bundle was 36 m/s. 

Strouhal numbers, based on the measured frequency of the 
acoustic standing wave and an average intertube velocity, are 
given in Table 2 for each of the rotated square tube bundles. 
These values agree reasonably well with Strouhal numbers 
based on vortex shedding data taken from reference [19]. 

Barrington [20] has reported that heat exchangers that 
suffer acoustic resonance are frequently of the rotated square 
tube layout geometry, and this is in accordance with the 
author's experience of practical heat exchangers. 

Conclusions 

1 The rotated triangle geometry was the most prone to 
fluid-elastic instability, having a value for K of approximately 
2.2 for P/d in the range 1.27 to 1.78. 

2 The triangular geometry became less prone to fluid-
elastic instability as the tube spacing was increased, K in
creasing from 2.5 to 6.4 as P/d was increased from 1.25 to 
1.78. 

3 For the square geometry, vibration occurred at the 
lowest critical velocity for P/d =\.52, both closer and wider 
tube spacings being more resistant to fluid-elastic instability. 

4 Although the rotated square geometry exhibited the 
greatest resistance to fluid-elastic whirling, this was marred by 
the presence of intense acoustic standing waves. This casts 
some doubt as to their suitability for applications with gas as 
the shellside fluid. 

Tests on a single tube row have highlighted the need for 
further research if the mechanism of fluid-elastic instability is 
to be fully understood. 
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The Use of Porous Baffles to 
Control Acoustic Vibrations in 
Crossflow Tubular Heat 
Exchangers 
This paper describes how a single porous baffle can be used to prevent the oc
currence of acoustic vibration in a crossflow tubular heat exchanger. A method for 
determining the optimum location and the optimum specific flow resistance of the 
porous baffle is presented. Finally, a description of how a porous baffle was suc
cessfully applied to control acoustic vibration which was occurring in the heat 
recovery region of a 3 75-MWbrown coal steam generator is given. 

Introduction 

A commonly used heat exchanger construction consists of a 
parallel bundle of tubes which is immersed in a fluid whose 
flow direction over the outside of the tubes is perpendicular to 
the tube axes. This type of heat exchanger is often described 
as a crossflow tubular heat exchanger. Fluid flowing inside 
the tubes is heated or cooled by the fluid flowing across the 
outside of the tubes. Occasionally, the fluid flowing across the 
outside of the tubes in this type of heat exchanger produces a 
vibration of the heat exchanger. This vibration is usually 
associated with either the vibration of the tubes, or if the fluid 
which surrounds the tubes is a gas, this gas may vibrate in a 
resonant manner. The vibration of the tubes is often harmful 
in that it can cause fretting wear, either at the tube supports or 
at the tube center spans due to tube-to-tube contact. Further, 
fatigue failures of the tubes may also occur. The resonant 
vibration of the gas around the tubes, which is commonly 
called acoustic vibration, may also cause failures of the tubes 
if it occurs at a frequency which is close to one of the natural 
frequencies of the tubes. Even if the resonant vibration of the 
gas does not produce tube failures, it generally produces an 
intense, low frequency, pure tone noise which is usually 
considered to be unacceptable. It may also induce fatigue 
damage to the casing of the heat exchanger. A good summary 
of the methods for controlling vibration in crossflow tubular 
heat exchangers is given by Eisinger [1]. 

The purpose of this paper is to describe a novel method of 
preventing acoustic vibration from occurring in a crossflow 
tubular heat exchanger. The usual method of preventing this 
vibration from occurring is to fit solid baffles between the 
tubes so that the baffles are parallel to the direction of the 
crossflow over the tubes. Generally, in crossflow tubular heat 
exchangers such as those used in the economizer region of 
large fossil fuel steam generators, a number of baffles must be 
fitted. These baffles can be expensive to fit, especially if they 
are retrofitted, and they may seriously inhibit inspection and 
maintenance operations. The method for preventing acoustic 
vibration described in this paper involves the use of a single 
porous baffle located at a particular plane in the heat ex
changer. This porous baffle is installed between the tubes so 
that it is parallel to the direction of the crossflow of the gas 
over the tubes. This paper describes how the proper location 
and specific flow resistance of the porous baffle can be 
determined. The application of the porous baffle to over

coming an acoustic vibration problem in a large brown coal 
fired steam generator is also described. 

Review of the Acoustic Vibration Phenomenon 

Acoustic vibration in crossflow tubular heat exchangers has 
been the subject of extensive study. A review of this topic has 
been recently made by Blevins [2]. Aspects of acoustic 
vibration in crossflow tubular heat exchangers which are 
relevant to the porous baffle described in this paper are 
outlined in this section. 

Consider a single cylindrical tube centrally located in a 
large flow duct such that the axis of the tube is perpendicular 
to the direction of the flow in the duct. As the fluid in the duct 
flows past the tube, vortices will be formed in the wake behind 
the tube if the Reynolds number, Re = ,oKD/17, is within a 
certain range. Here, p is the fluid density, Vis the free-stream 
velocity, D is the tube diameter, and rj is the dynamic viscosity 
of the fluid. The frequency, / „ , of the vortex shedding can be 
determined from the Strouhal number, S=fvD/V, which 
remains nearly constant with a value of 0.2 for Reynolds 
numbers from about 300 to 200,000. 

Consider now the arrangement of tubes shown in Fig. 1. 
This arrangement shows the cross section of an in-line 
crossflow tubular heat exchanger. Although it has been ac
cepted that vortices are shed in a discrete periodic manner 
from the first few rows of tubes encountered by the crossflow 
entering a heat exchanger such as that represented in Fig. 1, 
some skepticism has been expressed about the existence of 
vortices which are shed in a discrete periodic manner from 
further rows of tubes encountered by the crossflow. Owen [3] 
has proposed that turbulent buffeting of these spatially 
periodic further rows of tubes generates a spectrum of the 
fluctuating quantities in the gas around the tubes, such as the 
gas particle velocity, which exhibits a peak at a buffeting 
frequency,/;,, given by 

T-
fb = Vm + 0.28 /TL (1) 

Contributed by the Heat Transfer "Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
18, 1982. 

Kmax is the intertube gas velocity, D is the tube diameter, L is 
the tube pitch in the longitudinal or flow direction, and T is 
the tube pitch in the transverse direction. 

Although the previously outlined turbulent buffeting theory 
is based on sound reasoning, it has been traditional 
engineering practice to assume that vortices will be shed from 
all of the tubes in a group of tubes, such as those shown in 
Fig. 1, at a vortex shedding frequency, / „ , given by equation 
(2). The Strouhal number, S, is, in general, not equal to 0.2. 
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Fig. 1 Cross section of an in-line crossflow tubular heat exchanger 
showing nomenclature 

f„- (2) 

Experimental data have been compiled, for example, by 
Fitz-Hugh [4], to give the Strouhal numbers, S, for various 
tube bank geometries. In these data, the Strouhal numbers are 
given for various L/D and T/D ratios, where L is the tube 
pitch in the longitudinal or flow direction and T is the tube 
pitch in the transverse direction. Other investigators have also 
assembled similar data. Unfortunately, there is not always 
close agreement between the data published by various in
vestigators. The most recent readily obtained data are those 
given by Murray et al. [5]. 

It has been noted by Paidoussis [6] that, despite the evident 
differences in the mechanisms associated with turbulent 
buffeting and vortex shedding, it is found that fb computed 
from equation (1) is usually approximately equal to /„ 
computed from equation (2). Thus, an excitation frequency, 
fe, can be defined by 

Although turbulent buffeting or vortex shedding in a tube 
arrangement such as that shown in Fig. 1 is associated with a 
particular excitation frequency, fe, fluctuating quantities, 
such as the gas particle velocities around different tubes, will 
in general not be synchronized. However, at certain 
frequencies, it is possible for these fluctuating quantities to 
become synchronized around all the tubes. These frequencies 
are given by the frequencies, fs, at which standing waves can 
exist between the walls shown in Fig. 1. Disturbances in the 
gas at a frequency which is close to a standing wave frequency 
tend to promote the generation of the corresponding standing 
wave. Suppose that a standing wave is present between the 
walls. The gas which is flowing across the tubes has, in ad
dition to its mean velocity in the flow direction, a fluctuating 
velocity transverse to the mean flow direction. This fluc
tuating transverse velocity is associated with the standing 
wave. It is this fluctuating transverse velocity that, if suf
ficiently large, will cause the fluctuating quantities around all 
the tubes to become synchronized. These synchronized 
fluctuating quantities reinforce and sustain the standing wave. 
The standing wave frequencies, fs, are given by 

/ , = "Cef f 

2/ 
« = 1,2,3, (4) 

Je J b ~Jv (3) 

/ is the span between the walls as shown in Fig. 1 and ceff is the 
effective speed of sound. It has been shown by Parker [7] that 
the tubes reduce the actual speed of sound, c, in the gas to an 
effective speed of sound, ceff, in planes normal to the axes of 
the tubes. 

The spatial variation of the fluctuating transverse gas 
velocity and the fluctuating pressure for n = 1,2 and 3 is 
shown in Fig. 2. When n- 1, the standing wave is composed 
of one half-wave between the walls, and the maximum value 
of the fluctuating transverse gas velocity occurs at the "half-
span" point between the walls. When n = 2, the standing 
wave is composed of two half-waves between the walls, and 
the maximum fluctuating transverse gas velocity occurs at the 
"quarter-span" points between the walls. When « = 3, the 
standing wave is composed of three half-waves between the 
walls, and the maximum fluctuating transverse gas velocity 
occurs at the "sixth-span" points and the "half-span" point. 
The fluctuating pressure associated with any standing wave 
can be seen from Fig. 2 to have a maximum value at the walls. 
It is this fluctuating pressure which, in practical crossflow 
tubular heat exchangers, causes the casing to vibrate and 
radiate sound. 

Although it is essential that the intertube gas velocity Kmax 

Nomenclature 

c — speed of sound (m/s) 
ceff = effective speed of sound L 

(m/s) 
d = distance of porous baffle 

from wall of heat exchanger n 
(m) (see Fig. 3) 

D = tube diameter (m) (see Fig. 
1) Pi 

f — frequency (Hz) 
fb = buffeting frequency (Hz) 
fe = excitation frequency (Hz) 
fs = standing wave frequency R 

(Hz) 
/„ = vortex shedding frequency Re 

(Hz) • 
k = wave number (1/m) S 
/ = span between heat ex

changer walls (m) (see Fig. 
1) 
tube pitch in longitudinal 
flow direction (m) (see Fig. 
1) 
number of half waves 
between heat exchanger 
walls (integer) (see Fig. 2) 
complex representation of 
the acoustic pressure at 
point / modulus (Pa) 
argument (radians) 
specific flow resistance 
(rayls) 
Reynolds number (dimen-
sionless) 
Strouhal Number (dimen-
sionless) 

T = 

Zi 

p 
pc 

V 
0) 

tube pitch in the transverse 
direction (m) (see Fig. 1) 
free-stream velocity (m/s) 
intertube gas velocity in the 
minimum gap between two 
neighboring tubes (m/s) 
complex representation of 
the specific acoustic im
pedance at point ;' modulus 
(rayls) argument (radians) 
density (kg/m3) 
characteristic impedance 
(rayls) 
Chen number (dimen-
sionless) 
dynamic viscosity (Pa« s) 
angular frequency (rad/s) 
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Fig. 2 Variation of the fluctuating transverse velocity and the fluc
tuating pressure associated with standing waves composed of one, 
two, and three half-waves ( velocity —- pressure) 

be such that equation (5) is satisfied before acoustic vibrations 
can occur, it is not a sufficient condition. 

fe=L (5) 
Chen [8] has proposed a number, ^ , which has been found 

useful in assessing whether or not a crossflow tubular heat 
exchanger is likely to exhibit acoustic vibrations at the 
frequencies given by equation (4). The Chen number, ^ , is 
given by 

Re [L-D-\2 D 
y=— (6) 

S L L J T V 

Re is the Reynolds Number, and S is the Strouhal Number. 
These numbers are defined in terms of the intertube gas 
velocity, Vmax. L is the tube pitch in the longitudinal or flow 
direction, and Tis the tube pitch in the transverse direction. D 
is the tube diameter. 

Chen and Young [9] have analyzed the acoustic vibration 
potential of the crossflow tubular heat exchangers in a large 
number of steam generators. They concluded that if ¥ for a 
particular heat exchanger is greater than about 2000, acoustic 
vibration is likely to occur in this heat exchanger. 

It can be concluded, in summary, that, if acoustic 
vibrations are to occur in crossflow tubular heat exchangers, 
not only must there be matching between the excitation 
frequency, fe, and a standing wave frequency,/,, but, at this 
condition, the Chen number, ^ , given by equation (6) must 
exceed some value. 

The Porous Baffle Concept 

It was seen in the previous section that the generation of 
acoustic vibration in a crossflow tubular heat exchanger is 
closely related to the development of standing waves. It is 
necessary to have standing waves to produce synchronization 
of fluctuating quantities, such as the fluctuating gas particle 
velocity, around all of the tubes. If standing waves are 
inhibited from developing, this synchronization and the 
associated acoustic vibration will not occur. The basic aim of 
the porous baffle is to provide a means of inhibiting the 
development of standing waves. The porous baffle consists of 
a single flow resistive element which is inserted between the 
tubes so that it is parallel to the flow direction. The porous 
baffle inhibits the transverse motion of the gas particles that is 
associated with the standing waves. The advantage of a 
porous baffle over solid baffles is that a single porous baffle 

can be used to inhibit the development of a number of 
standing waves, whereas several solid baffles are required to 
inhibit the development of a number of standing waves. The 
method of determining the optimum location and specific 
flow resistance of the porous baffle is described in the 
following sections. 

The Optimum Location of the Porous Baffle 

The correct location of a porous baffle in a crossflow 
tubular heat exchanger can be deduced from the preceding 
results. It can be seen from equations (1) and (2) that as the 
intertube gas velocity, Fmax , is increased the excitation 
frequency, fe, increases in a proportional manner. There is a 
possibility that acoustic vibrations will arise at all the flow 
velocities that produce excitation frequencies matching the 
standing wave frequencies. However, it is most likely that the 
acoustic vibrations will occur at the higher flow velocities. 
This can be seen by substituting Re = p KmaxZ)/JJ in equation 
(6) and noting that, since S and the other terms are constant, 
high values of * are associated with high values of Kraax. This 
suggests that the porous baffle should be located at a position 
which will produce maximum damping of the highest 
frequency standing wave. The maximum damping which can 
be produced by a given resistive element will be obtained when 
the resistive element is located at a point where the transverse 
particle velocity in the standing wave is a maximum. Thus, for 
example, suppose that on the basis of the maximum intertube 
gas velocity, Vmax, there can be a maximum of three half-
waves across the span between the walls. The maximum 
transverse particle velocity for this standing wave will occur at 
the "one-sixth" span points and at the "one-half" span 
point. This can be seen from Fig. 2. However, it is not 
satisfactory to place the porous baffle at the "one-half" span 
point, as at a lower flow velocity there could be a standing 
wave comprised of two half-waves between the walls. The 
"one-half" span point is a velocity node in this standing wave 
and so no damping of this standing wave will be produced. 
However, at the "one-sixth" span points, there is a sub
stantial transverse particle velocity associated with a standing 
wave comprised of two half-waves and so substantial damp
ing of this standing wave will also be produced. 

It can be seen that, in general, if the maximum number of 
half-waves between the walls is «, the porous baffle should be 
located at a distance from one wall equal to the wall to wall 
span divided by In. This recommendation is based on the 
assumption that the specific flow resistance of the porous 
baffle is not high enough to substantially alter the frequencies 
and velocity distributions of the standing waves. 

Generally, in crossflow tubular heat exchangers such as 
those used in the economizer area of large fossil fuel steam 
generators where the distance, /, between the walls may be 
approximately 20 m, the tube geometry and gas velocities are 
such that the maximum value of n does not usually exceed 5. 

It is of interest, by way of comparison, that if solid baffles 
are to be used to prevent acoustic vibration from occurring in 
a tubular heat exchanger in which the maximum number of 
half-waves that can occur between the walls is n, then n solid 
baffles should, in theory, be used to prevent the acoustic 
vibration occurring. 

The Optimum Flow Resistance of the Porous Baffle 

The function of the porous baffle is to produce the 
maximum damping of standing waves so that they do not 
develop and cause synchronization in the fluctuating quan
tities around all of the tubes. It is evident that, if the porous 
baffle has a very low flow resistance, it will extract little 
energy from the standing waves, and so they will only be 
lightly damped. It is also evident that, if the porous baffle has 
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Fig. 3 Model used to investigate the effect of the specific flow 
resistance of the porous baffle 

1 f 
Fig. 4 Impedance and pressure calculation points for model 

a very high flow resistance, it will act like a solid wall and 
standing waves will develop between the walls and the porous 
baffle. Thus, between these two extremes of flow resistance 
values there will be an optimum value. The simple model 
shown in Fig. 3 can be used to determine this optimum value. 
The model consists of a pipe of length, /, which is closed at 
both ends. The closed ends represent the walls shown in Fig. 
1. The pipe contains a gas of density, p, and sonic velocity, c, 
and so the characteristic impedance of the gas is pc. At a 
distance, d, from one end of the pipe is a flow resistive 
element which represents the porous baffle. The specific flow 
resistance of this element is R. The specific flow resistance of 
the element is the differential pressure across the element 
needed to produce a unit particle velocity through the 
element. Thus the normalized specific flow resistance is R/'pc. 
A piston located at some point along the pipe excites 
longitudinal acoustic vibrations in the gas in the pipe. The 
point at which the piston is located must be such that it is not 
at a node. The analysis is simplified by having the cross-
sectional area of the piston the same as the cross-sectional 
area of the pipe. 

An easily measured quantity in an actual crossflow tubular 
heat exchanger is the amplitude of the acoustic pressure at the 
casing wall, and so it is appropriate to use the amplitude of 
the acoustic pressure at the closed end adjacent to the piston 
as the measure of the response of the gas in the system shown 
in Fig. 3. The basic aim of the analysis is to find how the 
frequency dependent acoustic pressure varies at the closed end 
as the normalized specific flow resistance of the flow resistive 
element is varied. It is convenient in doing this to keep the 
velocity amplitude of the piston constant at a value of unity. 

Simple acoustic transmission line theory can be used for the 
analysis and an outline of how the analysis is done is now 
given with reference to Fig. 4. Details of some useful acoustic 
transmission line formulae are given in Appendix A. At points 
1 and 6 on Fig. 4, the normalized specific acoustic impedances 
Z\/pc and z0/pc in the directions shown are infinite. The 
impedance formula from Appendix A can be used with the 
infinite normalized specific acoustic impedances at points 1 
and 6 to find, in the directions shown on Fig. 4, the nor
malized specific acoustic impedances at points 2 and 5, z2/pc 
and zs/pc. The normalized specific acoustic impedance at 
point 3 in the direction shown, z}/pc, can then be found from 

Zi/pc = z2/pc + R/pc (7) 

The impedance formula from Appendix A can then be 
applied to obtain, in the direction shown on Fig. 4, the 
normalized specific acoustic impedance at point 4 from that at 
point 3. 

The equality of the acoustic pressures at points 4, 5, and 7 

—l r——"x-
i-PEAK 18.5] 

• R/fc = 0.2 
= 2 0 
=20.0 

9 10 11 12 13 H 15 

Fig. 5 Variation of the normalized pressure at point 6 with k for d = 116 
and Ripe = 0.2,2.0, and 20.0 

9 10 11 12 13 U 15 

Fig. 6 Variation of the normalized pressure at point 6 with ft for d = 116 
and Ripe = 1.0, 2.0 and 4.0 

on Fig. 4 and the equality of the volume velocities entering 
and leaving the T joint on Fig. 4 lead to the parallel im
pedances formula and so at the piston 

(z4/pc)(z5/pc) 
z7/pc-- (8) 

z4/pc + z5/pc 

Since the piston has a unit velocity amplitude, the complex 
representation of the acoustic pressure at the piston is given 
by z7 and so the "normalized" pressure per unit amplitude of 
the piston velocity is 

P1/pc = z1/pc (9) 

The equality of the acoustic pressures at the T junction 
leads to 

P5/pc = z7/pc (10) 

The pressure formula given in Appendix A allows the 
"normalized" acoustic pressure at point 6, P6/pc, to be 
found from the corresponding result at point 5. The am
plitude of P6/pc is the required result. 

A computer program was written so that the preceding 
calculations could be readily performed. The results of the 
calculations are given in Figs. 5, 6, and 7. The horizontal axis 
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Fig. 7 Variation of the normalized pressure at point 6 with k for d = 118 
and Ripe = 1.0, 2.0 and 4.0 

in these figures is the quantity kl=iol/c = 2irfl/c. In this last 
expression, / is the frequency, / is the distance between the 
ends of the pipe, and c is the sonic velocity. The vertical axis 
in these figures is the "normalized" pressure amplitude per 
unit piston velocity amplitude. The "normalized" pressure 
amplitude is the actual pressure amplitude divided by pc. The 
parameter in the figures is the normalized specific flow 
resistance of the flow resistive element. The piston was 
located at a distance of / / l l from the closed end of the pipe 
shown in Fig. 3 for all of the calculations. The distance, d, the 
flow resistive element was located from the closed end of the 
pipe shown in Fig. 3, was 1/6 for Figs. 5 and 6 and 1/8 for Fig. 
7. 

Inspection of Figs. 5, 6, and 7 shows that, in terms of 
reducing the dynamic response of the gas in the pipe, the most 
effective value of the normalized specific flow resistance is 
approximately 2. Further, it can be seen from Figs. 6 and 7 
that when the normalized specific flow resistance is con
siderably different from 2, the effectiveness of the flow 
resistive element in reducing the dynamic response of the gas 
is not greatly degraded. This fact is of considerable im
portance in a practical porous baffle. 

It is not surprising that the optimum value of the nor
malized specific flow resistance of the porous baffle is 2. A 
standing wave can be considered to be the superposition of 
two progressive waves which are traveling in opposite 
directions. It is shown in Appendix B that the dissipation of 
acoustic energy produced per unit area by a thin flow resistive 
element of specific flow resistance, R, which is placed in the 
path of a plane progressive wave, is proportional to 

AR/pc 
(11) 

[R/pc + 2]2 

The maximum value of this quantity occurs when R/pc is 2. 

The Use of a Porous Baffle in a 375-MW Brown Coal 
Steam Generator 

It was found during the commissioning of a 375-MW 
brown coal steam generator at Yallourn in Australia that 
severe acoustic vibration occurred in the heat recovery area at 
about 68 percent of the CMR load. The heat recovery area of 
this steam generator incorporates a number of different in
line crossflow tubular heat exchangers of the type shown in 
Fig. 1. The acoustic vibration occurred at a frequency of 35 
Hz and traverses across the tube banks with a probe 
microphone revealed that the acoustic vibration was 
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Fig. 8 Measured RMS acoustic pressures in Pa at a wall parallel to the 
tubes of a vibrating 375-MW steam generator at 68 percent of CMR load 

associated with a standing wave of two half waves across the 
15.9-m span between the walls parallel to the tubes. Thus, n 
was equal to 2. The RMS values of the harmonically fluc
tuating pressures in the gas were measured at a wall parallel to 
the tubes with a probe microphone inserted through the ports 
in the access doors. The pressures are shown in Fig. 8. The 
variation of these pressures in the flow direction suggests that, 
in addition to the standing wave between the walls, a standing 
wave was also present in the flow direction. 

The dimensions, D, T, and L for the various tube banks 
shown in Fig. 8 are listed in Table 1 along with the Strouhal 
numbers, S, obtained from the data of Fitz-Hugh [4]. The 
design gas temperatures entering and leaving the various tube 
banks at 100 percent of the CMR load are shown in Table 2 
along with the corresponding densities, p, sonic velocities, c, 
and intertube gas velocities, Vmm, derived by assuming that 
the flue gas was a perfect gas with a gas constant of 306 
J/kg°K, a specific heat ratio of 1.4 and an absolute pressure 
of 100 kPa. The data given in Tables 1 and 2 can be used to 
calculate the excitation frequencies, fe, by use of equation (2) 
and the standing wave frequencies, fs, by use of equation (4). 
The effective sonic velocity, ceff, used in equation (4) was 
made equal to c because of the small differences between ceff 

and c and the large tube-less chambers between the different 
tube banks. The span, /, was made equal to 15.9 m. The 
results of these calculations are given in Table 3. It was then 
assumed that the percentage of the CMR load was propor
tional to the flow velocity, and the data given in Table 3 was 
used to compute the percentage of the CMR load needed to 
produce matching between the excitation frequencies, fe, and 
the standing wave frequencies, /„ . The corresponding Chen 
numbers at these conditions were also computed, and the 
results are shown in Table 4. It can be seen from equation (6) 
that the Reynolds number must be used to compute the Chen 
number. The dynamic viscosity used in computing the 
Reynolds number was extracted from the values given by 
Raznjevic [10] for air at various temperatures. The other data 
required for this computation are given in Table 1 and 2. 
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Table 1 Strouhal numbers, S, for various tube banks (after Fitz-Hugh [4]) 

Tube bank D 
(mm) 

T 
(mm) 

L 
(mm) 

T/D L/D 

Economizer 
Reheater (la) 
Superheater 2 
Reheat er (lb) 
Superheater 3 

44.5 
63.5 
44.5 
57 
44.5 

120 
120 
120 
120 
120 

92 
110 
90 

110 
90 

2.70 
1.89 
2.70 
2.11 
2.70 

2.07 
1.73 
2.02 
1.93 
2.02 

0.22 
0.26 
0.22 
0.24 
0.22 

Table 2 Gas temperatures, densities, sonic velocities 
CMR load 

Tube bank 

Economizer 

Reheat er (la) 

Superheater 2 

Reheater(lb) 

Superheater 3 

Location 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

Temperature 
(°C) 

338 

430 

430 

464 

464 

539 

539 

592 

592 

747 

, and intertube velocities at 100 percent 

Density 
(kg/mJ) 

0.535 

0.465 

0.465 

0.443 

0.443 

0.402 

0.402 

0.378 

0.378 

0.320 

Sonic 
Velocity 

(m/s) 

512 

549 

549 

562 

562 

590 

590 

609 

609 

661 

Intertube 
Velocity 

(m/s) 

8.22 

9.45 

12.58 

13.20 

9.92 

10.93 

13.10 

13.93 

11.63 

13.69 

Table 3 Excitation frequencies and standing wave frequencies at 100 percent CMR load 

Tube bank Location 

Excitation 
frequency 

(Hz) 

Standing wave frequencies 
(Hz) 

One 1/2 
wave 

Two 1/2 
waves 

Three 1/2 
waves 

Four 1/2 
waves 

Economizer 

Reheater (la) 

Superheater 2 

Reheater (lb) 

Superheater 3 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

40.6 

46.7 

51.5 

54.0 

49.0 

54.0 

55.2 

58.7 

57.5 

67.7 

Table 4 Percentage of CMR load needed to produce 
along with the corresponding Chen numbers, ¥ 

Tube bank 

Economizer 

Reheater la 

Superheater 2 

Reheater lb 

Superheater 3 

Location 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

outlet 

inlet 

One 1/2 wave 

% 
39.7 

36.9 

33.5 

32.7 

36.1 

34.4 

33.6 

32.6 

33.3 

30.7 

¥ 

1155 

980 

1359 

1282 

881 

838 

1257 

1172 

726 

604 

16.1 

17.3 

17.3 

17.7 

17.7 

18.6 

18.6 

19.2 

19.2 

20.8 

32.2 

34.5 

34.5 

35.3 

35.3 

37.1 

37.1 

38.3 

38.3 

41.6 

48.3 

51.8 

51.8 

53.0 

53.0 

55.7 

55.7 

57.4 

57.4 

62.4 

matching of the excitation frequencies and the standing 

Two 1/2 

% 
79.3 

73.9 

67.1 

65.4 

72.2 

68.8 

67.3 

65.2 

66.7 

61.4 

Standing 

waves 

\f 

2310 

1959 

2719 

2564 

1763 

1677 

2514 

2343 

1451 

1208 

wave condition 

Three 1/2 

% 
> 110 

> 110 

100,6 

98.1 

108.2 

103.1 

100.9 

97.8 

100.0 

92.2 

waves 

* 
-
-

4078 

3846 

2644 

2515 

3772 

3515 

2177 

1811 

64.4 

69.1 

69.1 

70.7 

70.7 

74.2 

74.2 

76.6 

76.6 

83.2 

wave frequencies 

Four 1/2 waves 

% * 
>110 

> 110 

-7IIO 

> 110 

>110 

> 110 

> 110 

> 110 

> 110 

> 110 

Inspection of Table 4 shows that, on the basis of the Chen 
numbers, the standing wave involving one half-wave is 
unlikely to develop between the walls parallel to the tubes, as 
the Chen numbers are considerably smaller than 2000. 
However, the standing wave involving two half-waves is likely 

to develop at a load of between 60 and 70 percent of the CMR 
load as the Chen numbers are above 2000 in some tube banks. 
This standing wave did in fact develop and the measured 
frequency of 35 Hz in the range of the predicted values shown 
in Table 3. 
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After a temporary porous baffle constructed of a 50-mm-
thick blanket of high temperature mineral wool was found to 
be successful in preventing the acoustic vibration, a per
manent porous baffle was fitted. This permanent porous 
baffle was constructed of two parallel sheets of perforated 
stainless steel. The space between the sheets was loosely filled 
with ceramic fiber to give the desired specific flow resistance. 
The desired specific flow resistance at a particular location is 
twice the characteristic impedance of the gas at that location, 
that is, twice the product of the density and sonic velocity 
values given in Table 2. Although this baffle could not be 
located in the optimum position because of support restric
tions and was in fact located at the "one-fifth" span point, it 
was found to be successful in preventing acoustic vibration 
from occurring, even at high gas flow rates which would have 
produced a standing wave composed of three half-waves. This 
final porous baffle, which was approximately 23 m long by 
15 m wide, contained 29 holes, 0.75 m in diameter. These 
holes were for the soot blower lances and were found not to 
affect the functioning of the porous baffle. However, it was 
found necessary to continue the baffle well above the upper 
economizer tube bank to prevent a relatively weak vibration 
from occurring in this tube bank. 

Conclusions 

The work described in this paper has shown how a single 
porous baffle can be used to prevent acoustic vibrations from 
occurring in a crossflow tubular heat exchanger. Further, a 
logical procedure for determining the optimum location and 
specific flow resistance of the porous baffle has been 
discussed. Briefly, if at the maximum flow condition, a 
standing wave of n half-waves is produced between the walls 
of the heat exchanger, then the optimum location of the 
porous baffle is at a distance of the wall to wall span divided 
by 2n from one wall, and the specific flow resistance of the 
baffle should be approximately equal to twice the charac
teristic impedance of the medium in which the baffle is 
operating. 
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A P P E N D I X A 

Acoustic Transmission Line Formulae 

This appendix provides a brief outline of how two useful 
acoustic transmission line formulae are developed. The 
development of the simple harmonic solution of the acoustic 
plane wave equation on which these formulae are based is in 
given books on physical acoustics, such as Kinsler and Frey 
[11]. 

It is convenient to represent the wave elements associated 
with traveling harmonic plane acoustic waves by the complex 
notation. Suppose, for example, that the acoustic pressure 
associated with a plane harmonic wave traveling in the 
positive x-direction is given by 

p+{x,t) = P+cos(u>t-kx+<$>+) (Al) 

P+ is the amplitude of the acoustic pressure, 01 is the 
angular frequency, k is the wave number, and </>+ is the phase 
relative to some time and position origins. The complex 
representation of this acoustic pressure is 

p+=P+ei{a,-kx) (A2) 

The amplitude and phase information have been grouped 
into the complex quantity, P+ , as 

/ S + = p + e / « (A3) 

The real part of the right-hand side of equation (A2) has 
physical significance and is equal to the right-hand side of 
equation (Al). 

The complex representation of the acoustic pressure of a 
harmonic plane acoustic wave traveling in the negative x-
direction is 

p_=p_eiWt + l<x) ( A 4 ) 

The corresponding complex representations of the particle 
velocities associated with the positive and negative traveling 
harmonic plane acoustic waves u + and u _ are related to the 
complex representations of the acoustic pressures by the 
characteristic impedance pc of the gas in which the waves are 
traveling by 

ii+=p + /pc (A5) 

u_ = -p_ /pc (A6) 

At each value of x, the actual acoustic pressure is composed 
of the acoustic pressures associated with the waves traveling in 
the positive and negative *-directions, and then, the complex 
representation of the actual acoustic pressure is 

p=p++p- (A7) 

Similarly 

ii = u + +u^ (A8) 

The specific acoustic impedance, z, is the ratio of the 
complex pressure, p, to the complex particle velocity, ii, and 
so 

z= 4 (A9) 
u 

The modulus of z represents the amplitude of the acoustic 
pressure needed to produce a unit amplitude of the particle 
velocity, and the argument of z represents the phase 
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x = 0 x=l 
P, = y [[1 + Pc/Zi]e -J"1 + [1 - pc/Zi)^1] 

Equation (A17) is referred to as the pressure formula. 

(A17) 

Fig. 9 Model for acoustic transmission line formulae 

relationship between the acoustic pressure and the particle 
velocity. 

The preceding results can be used to develop two useful 
acoustic transmission line formulae. 

The Impedance Formula 

A pipe length, /, is shown in Fig. 9. The pipe contains a gas 
with a characteristic impedance of pc. At the end x-l, the 
pipe is terminated by a specific acoustic impedance of z,. It is 
required to find the specific acoustic impedance at the end 
x = 0. 

Application of equations (A2) and (A4) to (A9) yields 

. _ [P+e-JI" + P_eikl] 
Z'~~ [P+e-jkl-P^eik']/pc 

Manipulation of this equation yields 

- = - (.\-pc/z,)e~j2k' 
+ (i+pc/zt)e

+Jlkl 

At x = 0, the specific acoustic impedance, z,, is given by 

. _ ( P + + P _ ) 
Zi (P+-P.)/pc 

The substitution of equation (All) into equation (A12) 
yields the required result 

(1 + pc/zt)eikl + (1 - pc/z,)e -Jkl 1 

(A10) 

(All) 

(A12) 

r ( i + / 
z,=pc\.Trt 

-pc/z,)eikl-{\~pc/zt)e-Jkl J ( A 1 3 ) 

Division of both sides of this equation by pc gives the 
normalized specific acoustic impedance z,i'pc at the inlet of 
the pipe. Equation (A13) is referred to as the impedance 
formula. 

The Acoustic Pressure Formula 

A pipe of length, /, is shown in Fig. Al . The pipe contains a 
gas with a characteristic impedance of pc. At the end x = 0, the 
pipe has an input impedance of f, and the complex 
representation of the acoustic pressure is P,. It is required to 
find the complex representation of the acoustic pressure at the 
endx = l. 

The previous nomenclature can be used to give the 
following equations at x = 0 

Pi = P++P. (A14) 

z ' = 7 s 5 w (A15) 
(P+ -P-)/pc 

Atx = l, the acoustic pressure, P,, is given by 
P,=P+e-Jkl + P_eik' (A16) 

Substitution of equations (A14) and (A15) into this 
equation yields the required result 

A P P E N D I X B 

Acoustic Energy Dissipation Formula 

Suppose that a thin flow resistive element of specific flow 
resistance, R, is placed at x = 0 in the path of a traveling 
harmonic plane acoustic wave whose acoustic pressure can be 
represented by 

pj = Pje
K'*'-kx) (Bl) 

A reflected and transmitted wave will be generated at the 
flow resistive element. The complex representations of the 
acoustic pressures of the reflected transmitted waves are, 
respectively 

p r=P>'<"'+ t o> (B2) 
pi=ptej(ut-kx) ( B 3 ) 

The corresponding particle velocities are represented by 

u, =Pi/pc (B4) 

ur = -pr/pc (B5) 

u, =p,/pc (B6) 

At the flow resistive element, where x = 0, the differential 
pressure across the flow resistive element, Pt + Pr - P,, is 
equal to the product of the specific flow resistance of the flow 
resistive element and the particle velocity through it. The 
particle velocity through the flow resistive element is equal to 
the particle velocity of the transmitted wave. These facts lead 
to 

Pl+Pr 
. R -

•P, = —P, 
pc 

(B7) 

Since the particle velocity entering the flow resistive element 
must equal that leaving it, equation (B8) can be written 

Pi-Pr = Pl (B8) 

These two equations can be used to express Pr and P, in 
terms of P, to give 

P, (R/pc + 2) ' 

R/pc -
P = P r (R/pc + 2) ' 

(B9) 

(BIO) 

The acoustic intensity, / , of a traveling harmonic plane 
acoustic wave whose acoustic pressure amplitude is P is 
P2/2pc. Thus, by finding the acoustic intensities of the 
reflected and transmitted waves and subtracting these from 
the intensity of the incident wave, the energy dissipation rate 
per unit area, Ed, in the flow resistive element can be found. It 
is 

AR/pc Pj 
Ed ~ (R/pc + 2)2 X 2~p~c (Bll) 
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Natural Convective Heat Transfer 
on an Unhealed Vertical Plate 
Attached to an Upstream Iso
thermal Plate 
A numerical and experimental investigation on natural convective heat transfer with 
the coupling of heat conduction and thermal radiation from a vertical unheated 
plate connected to an upstream isothermal plate is carried out. The governing 
equations for conduction in the unheated plate and for convection in the boundary 
layer are written infinite difference form and are analyzed numerically by using an 
iterative technique coupled through the common heat flux with thermal radiation. 
The numerical results are discussed after comparing with the experimental results of 
temperature and velocity profiles and heat transfer coefficient. The coupling effects 
of heat conduction in the unheated plate and thermal radiation from the surface on 
laminar natural convective heat transfer from the plate connected to an isothermal 
heated upstream plate is greatly influenced by the plate-fluid thermal conductivity 
ratio and plate thickness, and the radiation emissivity of the plate. 

1 Introduction 

Natural convection from a plate with an arbitrarily curved 
surface [1, 2] or with complex thermal conditions [3] plays an 
important role in the field of heat transfer engineering. 
However, the coupling effects of conduction in an unheated 
plate and thermal radiation from the plate, which is connected 
to an upstream heated plate, on natural convective heat 
transfer along it seem to be an open question. 

In an earlier work concerning the problem as mentioned 
here, Yang [4], using an integral technique in the wake region 
studied the laminar free convection wake above a heated finite 
vertical plate using an asymptotic series expansion by which 
the velocity and temperature profiles were found in the im
mediate neighborhood of the trailing edge. Zinnes [5] studied 
analytically the problem of laminar natural convective heat 
transfer from a vertical flat plate with an arbitrary surface 
heating. He used a numerical technique that considered heat 
conduction in the plate and stated that the computational 
procedure by finite difference method, which he described in 
detail, gave a reliable, convergent, and economic solution to a 
wide class of similar problems. He pointed out that the most 
important factor for this case was the plate-fluid conductiyity 
ratio. Hayday et al. [6] studied analytically a similar problem 
of heat transfer from a vertical plate with discontinuous wall 
temperature by using a numerical technique in which the 
streamwise derivatives were approximated by finite dif
ferences. The method developed by them promised to be 
useful in solving a wide variety of problems. Kelleher [7] 
explored the same problems using a classical asymptotic 
expansion, in which his numerical results for various wall-
temperature ratios were compared with the numerical work of 
Hayday et al. and with experimental data. To determine the 
laminar free convection wake above an isothermal vertical 
plate, Hardwick et al. [8] used numerical analysis for a fluid 
region that was described by both parabolic equations and 
elliptic equations. They compared their predictions with 
experimental results obtained by using a laser holographic 
interferometer and a hot wire anemometer. For the effect of 
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thermal radiation on natural convective heat transfer, Fujii et 
al. [9] studied numerically and experimentally the natural 
convective heat transfer from a uniform heat flux vertical 
plate subjected to thermal radiation. They proposed a simple 
prediction for the surface temperature distribution on the 
plate. For steady buoyancy-induced upflow above a 
uniformly heated vertical plate, which is referred to as a 
natural convection plume, Sparrow et al. [10] studied 
numerically this problem for the values of Pr = 0.7 and 10, 
and they pointed out that the fully developed free plume was 
symmetric about the vertical plane. 

In this paper the problem of natural convective heat 
transfer in air around an unheated vertical plate connected to 
an upstream isothermal plate is studied taking into account 
both the effects of heat conduction in the unheated plate and 
thermal radiation from the plate. Results predicted with a 
finite difference method are compared with experimental 
ones. The velocity boundary layer was measured by a 
photographic technqiue that uses the trajectories of fine zinc 
stearate particle injected at relatively low speed on the leading 
edge by means of micro particle ejector. Detailed discussions 
are given to clarify the characteristic behavior of the flow and 
heat transfer with results obtained for a broad range of 
parameters. 

2 Experimental Apparatus and Measurement 

Figure 1 illustrates the outline of the present experimental 
apparatus composed of an isothermal heated vertical plate 
followed by an unheated plate, and equipment for the 
measurement of the velocity and temperature profiles. This 
apparatus is placed in a thermostatic chamber of dimensions 
3.32 x 2.71 x 2.23 m, which possesses good thermal 
isolation. Its wall and ceiling are covered with asbestos plates 
which fulfill the requirements of a blackbody enclosure, and 
concrete floors are each backed by a 100-mm thickness of 
styrofoam block insulation. 

The air temperature is closely controlled by thermostat and 
a wollen cloth curtain serves as a screen damper to suppress 
stray air currents in the chamber. The temperature control 
cycle during the run operates on and off at the successive 
intervals of 30 and 1200 s, respectively,. The wall of the room 
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Fig. 1 Experimental apparatus 

is nearly equal to the air temperature, §„, which is very 
steady over long periods of time. A steady laminar natural 
convection boundary layer develops on the heated upstream 
surface which was made of aluminum. The temperature of 
this surface was maintained at 99.4°C during the experiments 
by saturated steam generated with an electric boiler (T). 
Natural convective heat transfer is caused by the steady 

buoyancy-induced upflow on the unheated plate connected to 
the aforementioned plate, which is made of phenol resin of 10 
mm in thickness, and the backside is thermally isolated from 
the surroundings by styrofoam block insulation of 100 mm in 
the unheated plate, which also exchanges heat by radiation 
with isothermal nonreflecting surroundings at the ambient 
temperature. The measurement of the surface temperature is 
carried out with copper-constantan thermocouples set at 11 
points along the heated and unheated surfaces. A steady-state 
condition is obtained after 3 or 4 hrs from the starting of the 
run. The temperature measurement of the boundary layer is 
performed with a copper-constantan thermocouple probe of 
0.1 mm in diameter (6). The velocity distribution in the fluid 
layer is measured with the optical system © , which consists 
of laser (L), rotary shutter © , flat mirror @ , and 
cylindrical mirror © , and with the trajectories of fine zinc 
stearate visualized by the intermittent beam (T). For the 
measurement of the velocity distribution in this study, the fine 
zinc stearate particles are ejected directly at the leading edge 
of the heated surface at low speed by micro particle ejector 
@ . The photographic technique uses a camera lens with 
aperture set at f 1.2, high-speed ASA 400 film, and a high 
intensity laser beam. The optical system for the velocity 
measurement © as shown in this figure generates in
termittent beams obtained from a neon-laser point source 
with a rotating disk shutter intercepting the beams at the rates 
of 180 to 240 times per s. Subsequently, the beams irradiate an 
arbitrary convective boundary layer by means of flat mirror 
@ , and cylindrical mirror © . The particle trajectories are 
recorded by camera with f 1.2 and 1/30 second. As shown in 
this figure, side baffles made of transparent acrylic resin 
boards ® of 5 mm in thickness (800-mm height and 400-mm 
width) are installed on both sides of the apparatus to prevent 
transverse fluid flows along the lateral edges of the plate. The 
fine zinc stearate particles are stirred by a fan (A) in the 
micro particle ejector, sent continuously into honeycomb 
(H) , and ejected from the outlet nozzle © of 20 mm in 
diameter at a velocity 20-50 mm/s. A screen damper © is 
set up above the outlet nozzle so that the velocity boundary 
layer can be stabilized at the time of ejection. 

Nomenclature 

L = 

b = 
x,y = 

u,v = 

X,Y 

U,V = 

B 

Pr 
GrL 

length of isothermal vertical 
heated plate 
fictitious length to trailing 
edge of unheated plate 
plate thickness 
longitudinal and transverse 
length coordinates 
longitudinal and transverse 
velocities 
acceleration of gravity 
specific heat at constant 
pressure 
nondimensional longitu
dinal and transverse length 
coordinates = x/L,y/L 
nondimensional longitudinal 
and transverse velocities = 
uL/v, vL/v 
nondimensional temperature 
= ( 0 - i U / ( 0 » , - 0 a , ) 
nondimensional plate 
thickness = b/L 
Prandtl number = v/a 
Grashof number based on L 
and (t}w-da) = g(3LH&w-
<?oo)/l>2 

qr = radiation heat flux between 
an area element on the 
unheated convective surface 
and nonreflecting sur
roundings 

Rx = plate-fluid thermal con
ductivity ratio 

hc = local convective heat transfer 
coefficient based on (&„ -
«U 

hr = local heat transfer coef
ficient by radiation based on 

Nuc = nondimensional local 
convective heat transfer 
coefficient defined in 
equation (9) 

Nur = nondimensional local 
radiative heat transfer 
coefficient defined in 
equation (8) 

Q4
W* = nondimensional radiation 

factor of the fourth power of 
the absolute temperature 
between the isothermal plate 

Greek 

P 
A 
v 
a 
0 

j,k 

ex 

and surroundings defined in 
equation (12) 
nondimensional length of 
the isothermal plate defined 
inequation (13) 

fluid density 
thermal conductivity 
kinematic viscosity 
thermal diffusivity 
coefficient of volumetric 
expansion 
temperature 
radiation emissivity 

Subscripts 

nodal indices in the X- and 
Y- directions 
node index of the plate 
surface in the ^-direction 
ambient conditions 
isothermal heated plate 
surface conditions 
the conditions corresponding 
to experiment 
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Fig. 2 Physical model: (a) dimensional coordinate system, (b) non-
dimensional finite difference model with boundary conditions 

3 Numerical Analysis and Solution 

The problem discussed here is a complex phenomenon of 
heat transfer with coupling effects of heat conduction in the 
unheated plate and radiation on the surface. 

Generally, in the analysis of convective boundary layer, an 
elliptic equation derived from momentum equations in the X-
and Y-directions can be applied to obtain a steady solution. 
However, the equations which must be solved in this case are 
the parabolic momentum equation only in the X-direction and 
the elliptic energy equation because of a moderate change in 
the velocity profile and an abrupt change in the temperature 
profile in the immediate neighborhood of the contact 
boundary between the isothermal plate and the unheated one. 
Also, the radiation heat flux from unheated convective 
surface elements to nonreflecting surroundings is expressed in 
one-dimensional form with an emissivity coefficient, e, of the 
plate. 

Governing Equations. The physical situations for this 
case are illustrated in Figs. 2(a) and 2(b), the former is the 
dimensional coordinate system whose lower portion (0 < x < 
L) is a heated plate maintained at a uniform temperature dw, 
and the upper portion (x>L) is an unheated plate, and the 
latter is a nondimensional model for the finite difference 
computation, in which the regions expressed as (1) and (2) are 
natural convective zones on the isothermal heated plate and 
the unheated plate, respectively, and the region (3) is a heat 
conductive one in the unheated plate. 

The zero point of coordinates in the X- and Y-directions is 
fixed to the front edge of the plate and to the surface of the 
wall, respectively. The fluid region is divided into 
nonuniformly spaced horizontal- and vertical-strips of width 
AXj, AYK at each node index (j,k) in the X- and Y-directions 
in this figure, while the unheated plate region is divided into 
uniform node spacing, AXj. Specially, a fine longitudinal 
node spacing near the conjugated boundary between the 
regions (1) and (2) and a fine transverse node spacing in the 
vicinity of the wall are employed, as well as a fine longitudinal 
node spacing near the leading edge. At a fictitious trailing 
edge of the unheated plate (X=L,) as shown in Fig. 2(a) an 
adiabatic condition in the X-direction is adopted in the plate 
region (3) and also the parabolic energy equation is adopted in 

the fluid region (2). L, is taken to be more than three times as 
large as the isothermal heated length L in this calculation 
procedure. 

The governing equations are nondimensionalized by in
troducing the following dimensionless variables. 

X=x/L, Y=y/L,B = b/L,U= uL/v, V= vL/p,Rx = \ „ / \ f 

T=(6-d0o)/(6w-da),GrL=gPL\8w-dai)/v\VT=V/a (1) 

where U and V are the dimensionless longitudinal and 
transverse velocity, T is the nondimensional temperature in 
which §w and i9„ are the temperatures of the isothermal 
heated wall and of the ambient air, respectively, B is the 
nondimensional unheated plate thickness, and also Rx the 
plate-fluid thermal conductivity ratio in which X,„ and Ay are 
thermal conductivities of the unheated plate and fluid, 
respectively. The characteristic length, L, in the above 
equations is taken to be the length of the upstream isothermal 
heated plate. It should be noted that the aforementioned 
nondimensional variable GrL is not in the same form as a 
conventional Grashof number, even though GrL times X* 
corresponds well to a conventional local Grashof number for 
the region of the isothermal plate. 

The nondimensional boundary layer equations expressing 
conservation of mass, momentum, and energy for two-
dimensional steady laminar natural convective heat transfer 
from this vertical plate are as follows. 

dU dV 
+ = 0 

dX dY 

dU dU 
U + V 

dX dY 

dT dT 
U—— + V-

= G r L . 7 + -
d2T 

dY2 

dX dY 

1 

P r ' 

d2T d2T 

dX2 dY2 

(2) 

(3) 

(4) 

The nondimensional energy equation for steady conduction 
in the unheated plate is given as follows 

d2T d2T 
. + = 0 (5) 

dX2 dY2 

The nondimensional equation expressing the continuity of 
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Fig. 3 Surface temperature distribution on the unheated plate: (a) 
effect of t on the surface temperature under experimental conditions, 
(b) effects of parameters flx, e, and B on surface temperature 
distribution 

heat flux at the unheated plate-fluid interface is coupling 
equation of the heat transmission between the plate and fluid, 
expressed as follows. 

*•/ 

dT dT 
-qr-L/[\f.(6w-d„)] (6) 

dY l+o 

where qr is the radiation heat flux from unheated convective 
surface elements. 

Radiation heat flux of qr{j,k) from an area element on the 
unheated surface (/',£„.) in Fig. 2(b) to environmental 
surroundings is expressed as follows by using the emissivity of 
the plate 

Qr(J,kw) = 4. • [ ( 
213 + d(J,kw) 

100 ) ' 

V IOO / J 
(7) 

In this study, the wall temperature of the surroundings is 
equivalent to that of the ambient air, and the term of d(j,kw) 
in the foregoing equation is the temperature of the unheated 
surface. Local radiative and convective heat transfer coef
ficients, hr and he, are defined and transformed in dimen-
sionless form as follows, which are connected with local 
Nusselt numbers Nur and Nuc. 

Nu„ = 
hr'L 

4.1 
{/ 213+ 6(j,k J 

' L \ ioo y- / 273 + 0a 

\ 100 )'] 

Nur = 
hr-L 

Ri 
dT 

~d~Y~ 

dT I 

"IF l+o 

-Nuc—Nur 

(8) 

(9) 

(10) 

The nondimensional heat balance equation (10) is the in
terface coupling condition adopted for the region of 1 < X < 
L,/L, and Y=0, which is obtained by substituting dimen-
sionless equations (8) and (9) into equation (6). The non-
dimensional equations (2-6) transformed into finite dif
ference form using an up-wind difference technique, which 
was similar to that given by Zinnes [5]. 

The following boundary conditions are employed in this 
calculation 

\X<L,/L , 

J 

» 

0 < X < 1 , 

o<r<oo , 

i 

-B<Y<0 , 

» 

F=oo: 

Y= -B: 

y = 0 : 

Y=0: 

A-=0: 

X=L,/L: 

X=l: 

X=L,/L: 

U=0,T=0 

dT 

dY=° 

u=o,v=o 

T=\ 

U=0,T=0 

d2T 

dX>=° 
T=\ 

dT 

(11) 

The solution involves a step-by-step marching procedure in 
the streamwise direction and successive iteration from the 
leading edge until a satisfactory convergence is obtained, since 
the energy equation is elliptic. In any given steps, finite 
difference equations of the conduction plate region (3) and the 
convection region (2) are simultaneously solved by an iterative 
technique coupled through the common heat flux, including 
thermal radiation. In this calculation, it is most important to 
compute iteratively the plate region (3) which takes 
precedence over the convection region (2). In this procedure, 
the coupling equation between the unheated convective 
surface and fluid is a nonlinear equation because of the fourth 
power of the absolute temperature in the radiation term, and 
its finite difference form is transformed into a linear equation 
by substituting a value of the surface temperature at the 
previous step. 
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Fig. 4 Temperature and velocity profiles in the boundary layer on the 
unheated plate: (a) comparison of the measured temperature and 
velocity profiles with numerical results, (b) effects of parameters RX' e, 
and S on both temperature and velocity profiles 

The present analysis deals with nonsimilar temperature and 
velocity profiles, and therefore, local heat transfer 
calculations are complicated. In particular, heat flux by 
radiation between the unheated plate and the wall of 
surroundings defined in equation (7) and the characteristic 
length of isothermal plate are important factors. However, 
the parameter of radiation heat flux is not simply expressed 
since the surface temperature of unheated plate is unknown. 
Therefore, a dimensionless parameter of the fourth power of 
the absolute temperature, which indicates the degree of heat 
flux by radiation from an unheated convective surface 
element, is introduced on the basis of the present experimental 
conditions. 
0 f = [(d„ +273)4 - ( i?4 +273)4]/[(0Wex + 273)4 

-( t?„ e x+273)4] (12) 

where d and t?°o correspond to this experimental tem
peratures of the isothermal plate and the ambient air, 
respectively, that is , d„ex =99.4 °C, dx % =25 °C. Similarly, 
a dimensionless characteristic length of the isothermal vertical 
plate is introduced as follows 

L*=L/La (13) 

where LeK is equal to 0.25 m corresponding to the length of the 
isothermal plate in the experiment. 

The functional dependent factors for this case, are expressed 
as follows. 

e , ew{X), 
U, Nuc, 
V, Nur 

-F(X,Y,B,Rx,Pr,GrL,e,ei*,L*) (14) 

where the function of 6„ (X), Nuc, and Nur correspond to the 
case of Y = 0. 

In this numerical heat transfer model, the convective fluid 
is restricted to a transparent fluid of air, and the values of 
Prandtl number, Pr and thermal conductivity, \f, are taken to 
be constant. 

To ascertain the accuracy of the numerical analysis, it is 
very important to properly choose a fine transverse node 
spacing in the vicinity of the wall as well as a fine longitudinal 
node spacing near the leading edge. The choice of the length 
to a fictitious trailing edge, L,, which defines the end of 
computations is also important. As a check on the finite 
difference computations, the results of the temperature and 
velocity profiles, by using very fine nodal spacings, are in 
good agreement with Ostrach's result [13] in the isothermal 
plate region. It should be noted that the accuracy of 
prediction for wall temperatures in the unheated plate 
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Fig. 5 Local nondimensional convectlve and radiative heat transfer 
coefficients, Nuc and Nu r: (a) comparison of the predicted results of 
Nuc and Nur as parameters £1 and B with the experimental data, (b) 
effects of parameters R\,e, and B on Nuc and Nur 

depends significantly on the choice of length, L,, especially 
for large values of i?x . 

4 Results and Discussions 

The numerical computations under the experimental 
conditions, Pr = 0.706, L = 0.25 m, 6W = 99.4°C, and 8X = 
25°C; therefore, L* = 1.0 and Q%* = 1.0, are carried out to 
clarify the characteristics of the flow and heat transfer for 
various combination of plate-fluid thermal conductivity ratio, 
Rx, radiation emissivity, e, and nondimensional plate 
thickness B. 

The Surface Temperature Distribution on the Unheated 
Plate. The surface temperature distribution on the unheated 
plate for the present experimental conditions of Rx = 12, GrL 

= 9.58 x 107, and B = 0.04 are shown in Fig. 3(a) in terms 
of the parameter e, (e = 0.0, 0.2, 0.5, 0.7, and 1.0). It is clear 
that the prediction for e = 0.7 corresponds to the ex

perimental results even though the emissivity of the phenol 
resin plate is measured to 0.867 by the spectroscopic 
monochrometers ranging from 50 to 100°C. A slight 
discrepancy may be caused mainly by an angle factor for 
radiation traveling between the side baffles and an area 
element of the unheated convective surface. All properties 
related to this numerical analysis are assumed to be constant 
except for density variation in the buoyancy term of the 
momentum equation, and all properties in comparing the 
analytical and experimental results have been chosen at the 
mean temperature, (0ivex + B„ef)/2. The prediction of the 
surface temperature distribution on the unheated plate for the 
plate-fluid conductivity ratio, Rx = 607, 202, 40, and 12 are 
shown in Fig. 3(b) for e = 0.5 and 0. It can be quantitatively 
concluded from this figure that the decrease in the surface 
temperature of the unheated plate with increasing X becomes 
small for the large values of R^, and the effect of the radiation 
emissivity on the surface temperature distribution is con
siderable for small values of i?x . The dependence of the plate 
thickness (B = 0.04 and 0.012 on the surface temperature is 
also given in this figure. It appears that for small values of i?x 

the effect of B on the surface temperature is very small so that 
the difference tends to converge with increasing X regardless 
of the radiation heat flux. 

The Temperature and Velocity Profiles in the Boundary 
Layer on the Unheated Plate. The effects of the radiation 
heat flux on the velocity and temperature profiles in the 
boundary layer on the unheated plate are shown in Figs. 4(a) 
and 4(b). From Fig. 4(a), it is clear that the temperature 
profiles in the vicinity of the wall are considerably affected by 
the value of e as it approaches unity. However, the effect of e 
on the velocity profiles is not so much as that on the tem
perature profiles and appears larger with increasing of X. For 
e > 0.5, there is little difference in the profiles. The ex
perimental results of the velocity and temperature profiles as 
shown in this figure for X = 1.12 and 1.8 appear to be in 
good agreement with the present prediction considering the 
radiation emissivity of e = 0.7. The effect of the plate-fluid 
conductivity ratio on the velocity and temperature profiles in 
the boundary layers for i?x = 12 and 607 is shown in Fig. 
4(b). There is a considerable effect of both Rx and e on the 
temperature profile in the vicinity of the wall, but little effect 
on the velocity profile. The effect of Rx on both profiles 
begins to appear larger with increasing X in the same manner 
as before. The dependence of the plate thickness B on both 
profiles for B = 0.04 and 0.012 is given in this figure. From 
the results of Fig. 3(b) and Fig. 4(b), the effect of B for small 
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R^ is not as significant as that for large R\. A comparison 
between the analytical prediction (e = 0.5) and the ex
perimental results of temperature for X = 1.4 and 1.6 are 
given in Fig. 4(b). 

Nusselt Number Nuc and Nur. According to the heat 
balance equation (10) at the unheated plate-fluid interface, the 
conduction heat flux in the plate should be essentially 
equivalent to the total heat flux by radiation and convection 
at every position of X. In this case, the numerical results for 
Nur and Nuc under the experimental conditions of GrL = 
9.58 x IQP ,Pr = 0.706,5 = 0.04, Gt* = 1.0, L* = 1.0, and 
Rx = 12 are shown in Fig. 5(a) for e = 1.0, 0.5, 0.1, and 0. 
The effect of the direct conduction from the isothermal plate 
to the unheated plate on Nuc and Nur extends to the location 
of about X = 1.4, regardless of the existence of the radiation 
heat flux. However, the effect of radiation on Nuc and Nur 
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yields a distinguishable difference for various values of e. On 
the isothermal heated surface, Nur is constant depending only 
on e, and Nuc varies with X'0-25, but on the unheated surface 
an inversion cf Nuc from heat release to heat absorption takes 
place at around X = 1.04. With increasing X beyond this 
point, the released heat flux by radiation balances gradually 
with the absorbed convective heat flux, and this difference 
between the two fluxes corresponds to the conduction heat 
flux in the unheated plate. The comparison between the 
numerical results of Nuc and experimental data is also given 
in Fig. 5(a). The experimental results of Nuc agree reasonably 
with the predictions in the range of e = 0.5-1.0. The effect of 
the unheated plate thickness (B = 0.04 and 0.012) on Nuc and 
Nur is very small because of the low value of R^, as shown 
also in the figure. The predicted results of Nuc and Nur at the 
same conditions as just mentioned, except for the high value 
of Rx = 202, are shown in Fig. 5(6) in the neighborhod of the 
inversion of Nuc for e = 1.0, 0.5, 0.1, 0.0, and B = 0.04 and 
0.012. In view of both Fig. 5(a) and 5(b), it is clear that the 
inversion of Nuc is closer to the position at X = 1.0, which 
corresponds to the contact point between the isothermal 
vertical plate and unheated one, as the value of e approaches 
unity with small B. For large values of Rx, as shown in Fig. 
5(b), the inversion of Nuc takes place in a region far from the 
contact point. For the case of B = 0.04 and e = 0.1, it is clear 
that the inversion of Nuc arises beyond the position of X = 
2.0. Consequently, the temperatures on the unheated surface 
are seen to decrease less rapidly as the case in Fig. 5(a). As a 
matter of fact, the inversion of Nuc from heat release to heat 
absorption does not take place at any position of X when 
radiation is neglected. 

Further Discussion. Further discussions on the effects of 
the isothermal plate length, L, and the isothermal plate 
temperature, d„, in the problem are needed. For this purpose, 
dimensionless parameters, L* and 9^,*, are introduced, the 
former being the nondimensional length of the isothermal 
vertical plate and the latter, the nondimensional radiation 
factor already mentioned. Figures 6(a) and 6(b) show the 
numerical results of the surface temperature and of Nuc and 
Nur on the unheated plate for two values with various 
combinations of 94

w* (0.265, 1.00, 3.716) and L* (0.6, 1.00, 
1.50, each of which corresponds to the isothermal plate 

250.0 

0.2 0M 0.6 08 10 1-2 1.4 K6 1-8 20 22 2.4 

Fig. 6 Effects of L* and O^,*; (a) surface temperature distribution on 
the unheated plate for various GrL, (b) local nondimensinal convective 
and radiative heat transfer coefficients, NUC and Nu r , for various GrL 
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temperature of 6„ = 50, 99.4 and 200°C and to the 
isothermal plate length of L = 0.15, 0.25, 0.375 m, respec
tively. 

As shown in Fig. 6(a), the surface temperature distribution 
on the unheated plate shows a similar trend for various GTL, 
regardless of the different values of L* and 0**, especially 
when the radiation is ignored. The analytical results of Nuc 
and Nur, corresponding to the cases shown in Fig. 6(a), are 
given in Fig. 6(b). Notwithstanding the fact that GrL varies 
with Ql* for constant L*, Nuc, and Nur for a constant 
emissivity converge to the same value with increasing X, 
except in the neighborhood of the inversion point of Nuc. On 
the contrary, when GrL varies with L* for constant 0J,*, the 
prediction of Nuc and Nur are considerably different from 
each other. The values of Nuc and Nur in this case become 
slightly higher in proportion to the magnitude of V. It should 
also be noted from the experimental observation (GrL = 9.58 
x 107) that stable laminar flow along the unheated plate 
reaches as high as X > 2.8 (x > 700 mm). 

From the aforementioned discussion it is clear that the 
predicted results of Nuc and Nur with radiation are different 
from each other as a result of the different values of L* and 
9t*, even though the values of GrL and other parameters 
remain the same. On the other hand, the results without 
radiation are nealy the same in spite of different values of L* 
andGf. 

5 Conclusions 

In the present numerical and experimental study, natural 
convective heat transfer from an unheated plate connected to 
the upstream isothermal plate is considered. Numerical 
calculation are carried out for a wide range of Grashof 
numbers, emissivity of the plate, and several other 
parameters. Results are compared to experimental data for a 
Prandtl number of 0.706. 

The following conclusions may be made: 

1 The most influential factors in this problem are the 
plate-fluid thermal conductivity ratio, i?x, and the radiation 
emissivity, e, of the unheated plate. The effects of R^ on the 
surface temperature of the unheated plate are as follows: 
when the value of Rx is large, the surface temperature does 
not decrease as much as that for small values of Rx. The effect 
of e on the decrease in the surface temperature with increasing 
X is considerably larger for the range of Rx considered here 
when e approaches more closely to unity, but it is not the case 
for Rx — °°. The effect of the plate thickness, B, on the 
surface temperature of the unheated plate is larger for larger 
values of Rx. 

The effect of e on the temperature profile in the boundary 
layer is that the temperatures in the vicinity of the unheated 
wall drop sharply as e approaches unity. Subsequently, an 
inversion of the nondimensional convective heat transfer 

coefficient, Nuc, from heat release to heat absorption con
ditions takes place in the immediate neighborhood of the 
contact point between the isothermal plate and the unheated 
one. The effect of e on the velocity profile in the boundary 
layer is not as large as that on the temperature profile and 
appears larger with increasing X. 

2 The distribution of local heat transfer coefficient on the 
unheated plate does not have a similar trend. However, such a 
trend is observed for GrL with constant L*, except in the 
neighborhood of X = 1.0, and also for the no radiation case. 
On the contrary, the distribution of surface temperature on 
the unheated plate shows a similar trend for any values of Gr£ 
as long as other conditions remain the same. 

3 An inversion of nondimensional convective heat 
transfer coefficient, Nuc, from heat release to heat absorption 
conditions takes place at a position approaching more closely 
to the contact point between the isothermal heated plate and 
the unheated one, as the values of 0* *, e, and L* increase, or 
as the values of B and Rx decrease. 
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The Stability of Vertical Buoyancy-
Induced Flow in Cold Water 
Calculations of the stability of the buoyancy-induced flow of cold water, adjacent 
to a vertical surface, have been carried out. The disturbance equations, for an 
isothermal boundary condition, have been formulated with a new density relation 
for pure and saline water, of very high accuracy. Buoyancy terms in the base flow 
and disturbance equations, thereby, accurately express the buoyancy forces in water 
at low temperatures. Stability results are presented for a Prandtl number of 12.6 for 
a variety of ambient and surface temperature conditions. The anomalous cold water 
density behavior was found to produce important differences in stability from the 
Boussinesq solutions. The Boussinesq approximation consistently overpredicts the 
buoyancy force in upflow circumstances. The resulting neutral stability prediction 
lies upstream of the accurate ones. For temperature conditions which result in 
downflow, the predictions lie downstream of the accurate values. The effects may 
be very large. 

1 Introduction 
Buoyancy-induced flows in pure and saline water are much 

in evidence in the world around us. The short term cir
culations of water due to the sun's heating, as well as the 
seasonal thermal inversion of lakes, are buoyancy-induced 
flow processes. The transition of these flows from laminar to 
turbulent depends on their stability characteristics. A balance 
of pressure, viscous, and buoyancy forces will determine 
whether a transition to turbulence will occur. 

In technology, the buoyancy-induced flows encountered are 
usually on a much smaller scale than those seen in nature. 
Transition for laminar flow to turbulence often occurs 
quickly and within the confines of the same system. The need 
for an understanding of this complex process is evident. 
Analytically, turbulence models are still largely dependent on 
empirical bases, and the later stages of the transition process 
are not very well understood. Studies of the early parts of 
transition, however, have made considerable progress in the 
last several decades. 

Most stability analyses and experiments have studied flows 
in air, water, and waterlike silicone fluid at room tem
perature. Water has a density extremum condition near 4°C. 
This behavior has been found to have drastic effects on 
laminar stability, even though flow vigor is substantially 
decreased from that at room temperature levels. The process 
of buoyancy force reversal, possibly leading to convective 
inversion of the flow, was expected to complicate their 
stability dynamics. This study analyzes the stability of the 
buoyancy-induced flow of cold water adjacent to a vertical, 
isothermal surface. 

Earlier studies of the stability of buoyancy-induced flow 
have established basic principles that have helped guide later 
analytical and experimental work. A summary of these studies 
may be found in Higgins [1]. Dring and Gebhart [2], by a 
direct numerical integration, obtained solutions to the 
coupled Orr-Sommerfeld equations. Neutral stability curves 
as well as disturbance amplification contours for a constant 
flux surface condition (Pr = 6.7) were determined. Tem
perature and velocity disturbance amplification rates were 
then measured and the predicted frequency filtering 
mechanism supported. Hieber and Gebhart [3] used a simpler 
numerical technique to compute neutral curves and am-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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5, 1982. 

plification contours for a constant flux surface for a wide 
range of Prandtl numbers. 

The buoyancy term of the governing equations has 
traditionally been dealt with by treating the density as a linear 
function of temperature, the so-called second Boussinesq 
approximation. This treatment is inappropriate in the ex
tremum region. More appropriate density representations 
have been the subject of much study. Perhaps the first 
realistic attempt to represent the density extremum of pure 
water was made by Mendeleef [11]. A density relation was 
written in terms of (t — tm), where tm is the extremum tem
perature. Dumore, Merk, and Prins [12] observed convective 
inversion during experiments with melting ice spheres. Many 
studies utilized a buoyancy term quadratic in temperature to 
describe behavior near the extremum. Merk [13] utilized an 
integral technique to solve the boundary layer equations with 
that form. The predictions were in agreement with the ice 
sphere observations. Goren [14] determined that convective 
velocities near the extremum are much less vigorous than 
those at room temperature. Govindarajulu [18] extended the 
work of Goren to show that similarity solutions exist adjacent 
to vertical and horizontal porous plates. Soundalgekar [19] 
obtained approximate solutions to these equations with a 
Karman-Pohlhausen integral technique for a wall temperature 
which varies with distance along the plate. Soundelagekar [20] 
also provided a numerical solution to the one-dimensional 
unsteady problem. However, Bryden [15] determined 
polynomial correlations for sea water properties using the 
data of Bradshaw and Schleicher [16]. The thermal expansion 
term, although cubic in temperature, was complicated in 
pressure and salinity dependence and contained 22 terms. 

Gebhart and Mollendorf [4] developed a simple, effective 
and very accurate density relation for pure and saline water. It 
accurately correlates density as a function of temperature, 
salinity, and pressure. It contains only one temperature term, 
as an expansion around the extremum temperature, t,„. The 
simplicity of this equation is very convenient in boundary 
layer analysis for many flow conditions. Buoyancy force 
reversals and convective inversions are accurately predicted. 
The significant effect of the density extremum on heat and 
momentum transport is shown. 

The recent study of Qureshi and Gebhart [5], investigated 
the stability of flow in ambient water at the density extremum 
temperature, tm, adjacent to a uniform heat flux vertical 
surface. A similarity solution had been indicated by Gebhart 
and Mollendorf [6] for t„ = t,„. No buoyancy force reversals 
arise for this condition. The base flow and disturbance 
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Fig. 1 The density-temperature dependence at various s and p, in kg 
m ~ 3 . Both tm and tu are shown. 

equations were solved for the similarity condition, for Pr = 
11.6, the value at 4°C. The computations indicated that the 
low temperature ambient initially stabilizes the flow, although 
farther downstream the amplification rate increases. 

Measurements of disturbance quantities compared 
favorably with the computations. The density extremum 
behavior was found to delay transition, compared to results in 
room temperature water. It also resulted in simultaneous 
velocity and thermal transition, that is, transition for both 
occurring at the same values of the streamwise distance 
dependent parameter, G. A new parameter was suggested to 
correlate beginning of transition. Also, the selective down
stream frequency amplification mechanism was found to be 
less sharp for this kind of flow. 

The present work considers the stability of a buoyancy 
induced flow in cold water adjacent to a vertical isothermal 

surface, at tD. Similarity solutions may be found for any 
values of t„ and t0. For /„ ^ tm buoyancy force and local 
flow reversals may arise. Neutral curves are presented for 
various ambient temperature levels other than 4°C and 
several values of surface temperature, for Pr = 12.6. 
Comparisons with Boussinesq results show that important 
differences occur for temperature conditions near 4°C. The 
direction of these deviations from the Boussinesq equivalents 
are reasoned both qualitatively and quantitatively. 

2 The Density Relation 

It has been known that water experiences an extremum of 
density p,„ (s,p) at moderate salinity and pressure levels. 
Density variations are seen in Fig. 1, for several values of.? 
and p. The density-temperature relationship is thought to be 
almost symmetric about /,„ (s,p) in this region. 

Any linear, or Boussinesq approximation of density, is an 
inadequate description of the density-temperature behavior in 
this region. The relation of Gebhart and Mollendorf [4] 
accurately correlates density in the ranges / = 0-20°C, s = 
0-40 ppt., andp = 1-1,000 bars. The expression conveniently 
contains a single temperature term 

p(t,s,p) =pm (s,p) {1 -a, (s,p)[\t-tm (s,p) !]«<*•"> ) (la) 

R = 
t,„(s,p)-t0 

(1*) 

where p,„ (s,p), a, (s,p), tm (s,p), and q(s,p) are polynomial 
functions of pressure and salinity, and R, in (lb), arises to 
position /„ and t„ with respect to tm. These polynomials were 
determined by a nonlinear regression fit to the relation of Fine 
and Millero [7] and to the data of Chen and Millero [8]. 

The simplicity of equation (1) enabled Gebhart and 
Mollendorf [6] to assess buoyancy force and flow reversals. 
Very large density extremum effects on heat and momentum 
transport were found. The results of Qureshi and Gebhart [5] 
also indicate large effects on the stability of flow adjacent to a 
vertical uniform heat flux surface. The calculations applied to 
t<* = tm, i.e., R = 0, as defined above. This condition is not 
necessary for similarity for isothermal surfaces. 

3 Base Flow 

(i) Development of Equations. The boundary layer 
equations for the steady, thermally induced base flow shown 
in Fig. 2 are well known [17]. From the density relation in 
equation (la), the buoyancy term is 
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Fig. 2 Isothermal vertical surface, showing boundary layer with 
velocity profile u(x,y) and temperature profile t{x,y). The horizontal scale 
is expanded for clarity. 

g(p«,-p) =£/J,„a,[lr-?,„l?- \t«, 

The following similarity variables apply 

-tm\«] (2) 

t\= 

where 

Grv = 
got, -x 3 l / 0 - r „ l« 

and a, here is the thermal expansion coefficient from the 
density relation (la). For conditions at 1 atm and no salinity, 
the value of q is 1.89. The stream function is introduced 

where u = \(/y; v 
as 

\P = vGf(i}) 

• \[/x. The temperature variable is written 

(3) 

where t0 is the assigned isothermal surface temperature. The 
equations in similarity form become 

f" +3ff" -2f'2±{\T-R\i-\R\'>)=0 (4a) 

7""+3Pr/T'=0 (4b) 

with boundary conditions 

/ ' ( 0 )= / (0 )= 1 - 7X0)=/ ' (oo) =7-(oo) = 0 (4c) 

The (±) denotes upflow and downflow, respectively, and Pr 
is an appropriate fluid Prandtl number. This fifth-order 
system is coupled through the buoyancy term. 

Asymptotic solutions provide effective starting values to an 
integration scheme, beginning at large i) and proceeding 
inward to t\ = 0. The constants are guessed initially and the 
integration performed. With correct guesses, the specified 
boundary conditions at the wall, r; = 0, will be satisfied. 
Calculated distributions of Tand/' oc u are shown in Fig. 3, 

i.o 
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Fig. 3 Base flow results for various values of R and Pr of 12.6 

z 

im 

0-

UP INSIDE 
DOWN OUTSIDE 

UP INSIDEN 

DOWN OUTSIDE 

0 

loo 

Im 
Fig. 4 The direction of the buoyancy force, determined by the values 
of t0, f, and tm, and therefore, of R 

for a Prandtl number Pr = 12.6, for several values of the 
temperature parameter, R, pertinent to this study. 

(Ii) Flow Regimes. The temperature parameter, R, is a 
convenient indicator of the location of imposed temperatures 
t0 and t„, with respect to tm. Referring to equation (lb), it is 
seen that for large/?, (R — ± co), with moderate (t0 — («,), 
the imposed conditions t0 and /„. and all temperatures 
between, are far removed from the extremum region. The 
situation may accurately be treated as Boussinesq. However, 
for moderate values of R, several anomalous flow regimes 
arise. Figure 4, from Gebhart and Mollendorf [6], sum
marizes these regimes, where the labels UP and DOWN refer 
to buoyancy force direction, and INSIDE and OUTSIDE 
refer to boundary layer locations adjacent to the heated 
surface, and far from it, respectively. It is seen that for all 
values of R, other than the range 0 < R < 1/2, the buoyancy 
force is unidirectional and in a direction consistent with the 
location of 10 and T„ with respect to t,„. 

For all values of R in the range 0 < R < 1/2, a bidirec
tional buoyancy force arises across the thermal transport 
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Fig. 5 Illustration of density behavior near t m ; (a), R = 0 + , outside 
buoyancy force reversal; (b), R = 1/2 ~ , inside buoyancy force reversal 

region. Figure 5(a) illustrates that, for R = 0+ , the density 
across the boundary layer, beginning at the plate surface is 
less than p„ until point (b) is reached. The buoyancy force is 
upward to this point. From point (b), through point (a) to /„ , 
the density is greater than p^ and the buoyancy force, 
correspondingly, is downward. Because the downward force 
occurs over a small section of the boundary layer near the 
outer edge, this is referred to as an "outside buoyancy force 
reversal." Figure 5(b) shows that, approaching the bidirec
tional regime from the R = l/2~ direction, an "inside 
buoyancy force reversal" occurs. 

It is the balance of viscous, pressure, and buoyancy forces 
which determine the flow direction, and not the buoyancy 
force alone. The buoyancy force may eventually overcome the 
viscous and pressure forces, and local flow reversal, or 
complete "convective inversion" does occur, somewhere 
within the range of 0.12 < R < 0.32. Low Grashof numbers 
(Gr) characterize the nonvigorous nature of this flow regime. 
The boundary layer approximations may become inap
plicable. The numerical solutions to the stability equations 
become increasingly unstable in this regime. 

Figure 6 shows, in more detail, the relationship between the 
parameter R, the chosen system temperatures t0 and ta and 
buoyancy force reversal. Constant Prandtl number contours 
are also shown corresponding to the intermediate or film 
temperature tf= (t0+tx)/2. Specifying Pr(fy-) and R, 
determines At = t0 — t„. Constant At lines are shown. The 
shaded area is, approximately, the local flow reversal region. 
The line R = 0.5 is seen to correspond only to Pr = 11.35, the 
value of Pr at about 4°C. For this circumstance, t0 and /„ are 
centered about tj = tm for any At. There is no equivalent 
Boussinesq solution for this condition, since, at tf = tm, the 
thermal expansion coefficient, 13,, is zero. 

4 Disturbance Equations 
Linear disturbance theory and development of the 

disturbance equations is well established and can be found in 
sufficient detail in (1). 

The disturbance quantities are normalized in the following 
manner, where 5 and U are the characteristic length and 
velocity. 

m 

R-I.O 

Fig. 6 Relationship between system temperatures t0/tm and t / tm , 
and temperature parameter fi = (fm - f w )/(i0 -<„,): — constant R; 
constant Pr; — constant (*<,-{„,). T n e shaded area indicates, ap
proximately, the local flow reversal region. 

4>(V = U > 

Gxx=^-xi\t0-t„ 

1 s S'(y) - * fl & s(v)= . . a = a8, 0 -

„rGr^ „ Ax r uG2 

> 4 G 4x 

a is the complex wave number; $, wavelength; 4> and s, the 
velocity and temperature disturbance amplitude functions, 
respectively. The bars indicate dimensional quantities. 

Some aspects of the x-dependence of U and 5 are neglected, 
the so-called parallel flow approximation. This has been 
discussed in detail in [3]. 

The vorticity form of the Navier-Stokes equation is utilized 
to eliminate pressure as a variable. The resulting Orr-
Sommerfeld momentum and energy equations, for buoyancy-
induced flow with the new buoyancy term are 

( 0 " - a 2 0 ) (f'-p/a) -4>f'" = 1 
JaG 

[«V •2a2 4>" 

± q 
(T-R) 
\T-R\ 

IT-Rl"-1 s' 

+ q(q-\)\T-R\«~2sT'T\ 

s" = iaPrG[(f' - P/a)s- T'4>] + a2s 

The boundary conditions for an isothermal surface are 

<t>(0) = 4>'(0) = s(0) = <t>(<x>)=4>' (<x>)=s(<x)=0 

(5a) 

(5b) 

(5c) 

The foregoing system is a sixth-order eigenvalue problem, 
linear in the disturbance amplitude eigenfunctions (/>(r/), and 
s(ri). The eigenvalues of the system are chosen to be the 
nondimensional wave number, a, and frequency, (i. The 
singular points, where (/"' - 0/a) = 0, are defined as the 
critical layers. These were the subject of the limited analysis 
which preceded the availability of numerical methods of 
solution. The / and T are the previously defined base flow 
quantities. The density relation used in the analysis is seen to 
produce two buoyancy terms, coupling the momentum 
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equation to the energy equation. For the Boussinesq ap
proximation, <7 = 1, and the buoyancy terms reduce to the 
conventional ones seen in previous analyses. Again, asymp
totic solutions, valid as t\ — oo, are used as input values to a 
numerical integration scheme. 

5 Numerical Solution and Results 

The homogeneous, linear, sixth-order system is solved by 
separately integrating six linearly independent integrals. As 
discussed in detail in [3], the eigenfunctions are expressible as 
linear combinations of the six independent integrals 

<t>(v)=B, <t>1+B2<t>2+B3 03 

s(ri)=BlSi + B2s2+B3s3 

where Bu B2, and B3 are complex constants. Bx is usually 
chosen as unity, fixing the scale of the disturbance level ar
bitrarily. 

A fourth-order, Runge-Kutta integration routine was used 
to obtain the base flow solution, dependent on R and Pr. 
Then, the corresponding sixth-order disturbance equations 
were integrated. Both integrations used a fixed step size of rj 
= 0.05, beginning with the asymptotic solutions at large ?/ and 
proceeding inward to the wall at i\ = 0. Typically, values of G 
and a,m are specified for a particular integration. The 
remaining eigenvalues, aRe and /3, are then guessed. The six 
independent integrals are integrated separately, and two of 
the three boundary conditions at ij = 0 are applied to 
determine B2 and B3. The third boundary condition is 
satisfied only for appropriate values of the eigenvalues aRe 

and (3. This method of solution, originally employed in [3] has 
the distinct advantage of guessing only two initial eigenvalues, 
rather than six, as was necessary in earlier numerical 
solutions. 

Recall that the temperature parameter R indicates the 
proximity of the imposed temperature levels t0 and t„ to the 
extremum temperature, /,„. Large values of R indicate 
conditions remote from the extremum region, where an 
appropriate Boussinesq density approximation may be 
sufficient. For all small values of R, say less than \R\ = 8, an 
accurate density relationship produces important differences 
from the simpler Boussinesq treatment. The midrange of the 
interval 0 < R < 1/2 also encompasses several bidirectional 
flow regimes. 

Stability results are presented here, for several sets of 
temperatures t„ and t„, in terms of the eigenvalue parameter, 
B 

[£°" "'-"'] 5 = / 3 G 1 / 3 = ™ ^ 
v If 

The parameter B has no x-dependence and is proportional to 
physical frequency, / . Constant frequency paths to large 
values of G are then merely horizontal lines in a stability plane 
in terms of B versus G. It is recalled from the similarity 
transformation that the quantity, G, is directly proportional 
to VGrv. For a particular circumstance, with t0 and t„ 
specified, the properties a, and v are also specified. G may 
then be considered to be an explicit indicator of x, distance 
along the surface, for a given flow. 

The definition of the Grashof number arises in the 
transformation of the base flow equations. The Boussinesq 
formulation produces the following traditional Grashof 
number 

Gr,-B = ^ x 3 ( 7 0 - 0 (6a) 

The cold water formulation results in the following different 
Grashof number 

G r . v = - ^ x 3 l / 0 
v 

-t \q 
1 oo • 

(6b) 

The two values of GTX are related, as seen in Appendix A, as 

Grr=KGv 

where 

K= z\tf-t„y-o-

XB 

\t — t \q 

(6c) 

Z = 
[f~ 

\tf-tm\ 

In like manner, G, a, and B may be expressed in terms of GB, 
aB, andBB 

G=KlM GB 

a=K-U4aB 

B=K1/l BB 

All results are presented in terms of the variables G, a, and B, 
as appropriate for cold water. 

Three neutral curves for Pr = 12.6 are shown in Fig. 7. 
This value of Pr corresponds to tf = 1.3 °C. The curves shown 
are for R = ± 4 and 1. The resulting temperatures t„ and tx 

are close to t,„. For example, for R = 4, t0 = 1.69°C and /„ 
= 0.91 "C. Deviations in the nose region arise for R = ± 4. 
For the subcooled ambient condition, R = 1, t0 = t,„, and t„ 
= — 1.43°C, the nonBoussinesq behavior causes large effects. 
Also note that, as R decreases from 4 to 1, the neutral 
curves shift to the right. This indicates that initial instabilities 
occur further downstream as conditions approach the less 
vigorous flow reversal regime, 0.12 < R < 0.32. 

The disagreement between Boussinesq and cold water 
computations is further illustrated in Fig. 8, again for Pr = 
12.6, but for R = ± 2 and - 1/2. It is apparent that, for both 
upflows R = - 2 and R = —1/2, the Boussinesq based 
calculations significantly underpredict the values of G for 
which neutral stability occurs. However, for downflow at R 
= 2, the Boussinesq calculation overpredicts these values. 
Qureshi and Gebhart [5] present results for the isothermal 
boundary condition for R = Q (t^, = t,„) and upflow cir
cumstance, for Pr = 11.6, that show the same trend. They 
also present disturbance profiles and phase distributions that 
are qualitatively similar to those for the conditions presented 
here. 

Figure 9 explains the under- and overpredictions 
qualitatively. An upflow circumstance is shown in Fig. 9(a), 
with temperatures /„ and /«, to the left of /,„. A line 
representing the Boussinesq approximation of (pa,—p) is 
drawn tangent to the film temperature, tj. Consider any 
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Fig 8 Stability plane for various values of R, Pr = 12.6; non-
Boussinesq results; — R = -2 .0 ; • • • R = 2.0; — •— R = -1 /2 . 
Boussinesq results: o , f l = -2.0;A,fl = 2.0; a R = -1 /2 . 

particular point in the thermal boundary layer, with tem
perature, t, and corresponding density, p(t). The density 
difference predicted by the Boussinesq approximation, (p„ — 
p)B, is shown. Also shown is the correct value of (p^—p). 
Clearly 

(UP),(Pa,-p)B > ( p „ - p ) . 

This applies for any t chosen between t0 and / „ . Thus, the 
linear approximation overpredicts the buoyancy force. Since 
buoyancy is the driving force, a larger value increases flow 
vigor, with earlier destabilization, that is, at a smaller value of 
G. The predicted neutral curve is displaced to the left, as the 
points show. 

Figure 9(b), downflow, illustrates the opposite charac
teristic, seen in Fig. 8 for R = 2. Clearly 

( D O W N ) ) ( p „ - p ) f l > ( p 0 0 - p ) 

Flow vigor is reduced and the predicted neutral conditions lie 
to the right of the actual neutral curve. This may be quan
titatively illustrated by considering an approximation to the 
ratio of Boussinesq to nonBoussinesq buoyancy forces, as 
determined in Appendix B 

g(p«,~p)B gPtU-U) q (t0~t„) 

g(p<»-p) g(Poo-p) Zf \t0-tm\ 

-R\"-1 

\Tf 

[\T-R\"-\R\i-[ 

g(Poo-p)a _ I 
g(pm-p) K 

where K relates the Boussinesq to the cold water Grashof 
numbers in equation (6c). 

For given values of R and Pr, t0, / „ , and tj are determined. 
The T(T}) dependence is computed across the boundary layer. 
Table I shows \/K for the R values corresponding to the 
results in Fig. 8. Overpredictions of the upflows, R = - 2 and 
R = —1/2, are indicated by the result \/K>\, and 
correspond to the left-shifted neutral curves. Underprediction 
indicated by \/K<\, for the downflowR = 2, coincides with 
the right-shifted curve. The quantity \/K may be used in this 
manner to determine whether the Boussinesq approximation 
over- or underpredicts the buoyancy force for a given set of 
conditions. 

Fig. 9 Illustration of the disparity between Boussinesq and true 
buoyancy forces near fm: (a) upflow, (p^ - p ) 8 >(p„ -p) ; (b) downflow, 
(Poo -P)B < ( P O O - / » ) • 

6 Summary 

The new accurate density relation, describing the 
anomalous behavior of water near t,„, has been incorporated 
into the base flow and disturbance equations for flow ad
jacent to a vertical isothermal surface. The new disturbance 
equations contain special buoyancy terms, allowing an ac
curate stability analysis to be performed in cold water flows. 
Neutral conditions for Pr = 12.6 for a variety of ambient and 
surface temperatures have been presented. 

The results show that the Boussinesq and cold water 
calculations have significant differences in the nose regions of 
the neutral curves. The Boussinesq approximation is shown to 
consistently overpredict the buoyancy force in upflow cir
cumstances, with the resulting neutral stability curve lying to 
the left of the true one. For downflow circumstances, the 
opposite is true. The ratio of the Grashof numbers, \/K, is 
shown to be an indicator of over- or underprediction. 
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A P P E N D I X A 

Conversion From Boussinesq to Cold Water For
mulation Coordinates 

The definition of the Grashof number arises from the 
nondimensionalization of the base flow equations. In a 
Boussinesq formulation 

GrXg = ^-xHto-tc,) (Al) 

The formulation utilizing the new density relation results in 

(A2) G r v = ^ - x 3 1 / „ - « • „ 

For comparisons, (A2) is written in terms of (Al) as 

~\ B, ) 
Gr, 

U0-t„)~GVxB 

The density at reference temperature, tf, is 

P(tf)=pm[\-al\tf-tm\"\ 

The Boussinesq volumetric expansion coefficient becomes 

B,= 

where 

p dt i = tf Zj pm\\-a, \tj-tm Iq] 

1 
- a 

'-f 
,q\tf-tm\i-' 

\tf-tm\ 

(tf-t,„) 

tf\tf-tm\«<<\ 

Table 1 Buoyancy force parameter l/K, as a function of T 
andi? 

R = 2.0 R = - 2 . 0 1/2 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

0.7908 
0.8094 
0.8290 
0.8496 
0.8714 
0.8945 
0.9189 
0.9448 
0.9724 
1.0018 

( ^ ) ~ 
V B, ) a, 

Zfa, 

q\tf-tm 

1.1943 
1.1689 
1.1446 
1.1213 
1.0991 
1.0778 
1.0573 
1.0377 
1.0188 
1.0006 

1 

* - ' q Zf \tf-tm\ 

1.7076 
1.5802 
1.4715 
1.3778 
1.2959 
1.2237 
1.1597 
1.1024 
1.0508 
1.0041 

1 - 9 

and 

<*.-7z'"'- "10^°"' 
Or, restating, this in terms of K(Prf,R) 

1 
Gr 

H \ l o *oo / 
X*B' 

Using these results, the parameters, G, a, a and B are related 
as 

G=KW*GB, a=K-U4aB, a=K-iMBB 
' - 1 /4 

and B=K~2/i BB 

A P P E N D I X B 

Comparison of the Boussinesq and Cold Water 
Buoyancy Force Formulations 

The base flow buoyancy force in the traditional Boussinesq 
treatment is approximated with a linear relationship in 
temperature as 

g(Poo-p) s=g/°fr ( ? - ? » ) 

Using the new density relation, the buoyancy force becomes: 

8(pa,-p)=gPm»,\t0-tm\i[\T-R\i-\R\<'\ (Bl) 

The Boussinesq form, using 8, at tf, from the new density 
equation, becomes 

-p) = ^-gqpma,(t0-ta)\t0-t00\i-
1\T/-R\«-1 T g(P« 

'-f 
(B2) 

Dividing (B2) by (Bl) gives 

g(po,~p)i 1 

K g(Pc-p) 

where K is the ratio of the cold water Grx to the Boussinesq 
GrvB from equation (6c). For l/K > l,g(p„,-p)B > g ( p „ -
p) , and for l/K < l,g(p„-p)B > g(p«.-p)- Computations 
for several cases pertinent to this study are summarized in 
Table 1. 
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Vortex Instability of Horizontal and 
Inclined Natural Confection Flows 
From Simultaneous Thermal and 
Mass Diffusion 
An analysis is performed to study the heat I mass transfer and vortex instability 
characteristics of buoyancy induced flows that result from simultaneous diffusion 
of heat and mass in laminar boundary layers adjacent to horizontal and inclined 
surfaces. Numerical results are obtained for a Prandtl number ofO. 7 over a range of 
Schmidt numbers and various angles of inclination from the horizontal, </>. For a 
given 4>, it is found that when the two buoyancy forces from thermal and mass 
diffusion act in the same direction, both the surface heat and mass transfer rates 
increase, causing the flow to become more susceptible to the vortex mode of in
stability. These trends are reversed when the two buoyancy forces act in the opposite 
directions. On the other hand, as 4> is increased, the heat and mass transfer rates are 
enhanced, but the instability of the flow to the vortex mode of disturbances 
decreases and eventually vanishes at <j> = 90deg. 

Introduction 

In many convective flows over a heated surface, the effect 
of buoyancy force may play an important role in the transport 
process. If, in addition, there exists a concentration gradient 
in the fluid, the buoyancy force effect from species diffusion 
may also be of significance. Thus, buoyancy forces may be 
induced simultaneously by thermal diffusion and diffusion of 
species in a transport process. The problems of combined 
effects of thermal and mass diffusion in natural convection 
flow have been studied for vertical and horizontal flat plates 
(see, for example [1, 2]). More recently, Chen and Yuh [3] 
have generalized the analysis to flow over an inclined plate, in 
which they neglected the streamwise pressure gradient term in 
the momentum equation and obtained similarity solutions for 
the flow, thermal, and concentration fields. Their analysis is 
valid under the condition when (8/x) tan7 < < 1 (where 5 is 
the boundary-layer thickness and y is the angle of inclination 
from the vertical) and therefore fails at y = 7r/2 (i.e., a 
horizontal plate). Their results are thus good for inclination 
angles from the vertical that are not very large (say, y < 60 
deg) and poor for larger angles (i.e., for inclined plates that 
are closer to the horizontal orientation). 

The instability of vertical, inclined, and horizontal natural 
convection flows has also been analyzed extensively by many 
investigators (see, for example, [4-12]). A good summary of 
the buoyancy-induced flows and their stability characteristics 
has been given by Gebhart [13]. Some of the previous studies 
have treated the wave mode of instability, while the others the 
vortex mode of instability. However, the majority of these 
studies, except for [8] and [11], have considered the flow 
situation in which the buoyancy force is induced solely by the 
temperature variations in the fluid. The wave instability of 
natural convection flows with combined buoyancy modes of 
thermal and mass diffusion has been investigated by Pera and 
Gebhart [8] for a horizontal plate, with both Prandtl and 
Schmidt numbers equal to 0.7, and by Boura and Gebhart [11] 
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for a vertical plate, with a Prandtl number of 0.7 and Schmidt 
numbers of 0.2, 0.94, and 2.0. The vortex instability of 
natural convection flows under the combined thermal and 
mass diffusion processes, however, seems not to have been 
investigated, either for flow over a horizontal plate or an 
inclined plate. This has motivated the present investigation. 

In contrast to the analytical studies, experimental work on 
the instability of inclined natural convection flows has been 
confined to situations in which there is no mass diffusion (see, 
for example, [14-16]). From the experimental study of Lloyd 
and Sparrow [14] for natural convection of water over a 
heated, inclined surface, it has been verified that the first 
onset of the instability of the flow is due to the wave mode of 
disturbances when the angle of inclination from the vertical is 
less than 17 deg, whereas for angles larger than 17 deg the first 
onset of the instability is due to the vortex mode of distur
bances. Because of this finding and of the fact that analytical 
results of the instability of flow depend on the accuracy of the 
main flow solutions, an analysis of the vortex instability of 
natural convection flows over horizontal and inclined surfaces 
should be preceded with an accurate and complete solution of 
the main flow. Such a main flow solution under the 
simultaneous effects of thermal and mass diffusion has not 
been carried out, and it constitutes the first phase of the 
present investigation. 

In the main flow analysis, both the streamwise and the 
normal components of the buoyancy forces from thermal and 
mass diffusion are taken into account. However, attention is 
focused on flow with low concentration levels such that the 
diffusion-thermo and thermo-diffusion effects, as well as the 
interfacial velocity due to the mass diffusion, can be 
neglected. The relative effect of the buoyancy forces between 
thermal and mass diffusion appears as a parameter N = 
GI,C/GT XJ, where Grx c and Grx , denote, respectively, the 
local concentration Grashof number and the local thermal 
Grashof number. The governing conservation equations for 
the laminar boundary layer are transformed into a system of 
dimensionless equations such that the nonsimilarity 
parameter £ (x) varies with x to a positive power and depends 
also on the angle of inclination from the horizontal, 4>. This 
system of equations is then solved by an efficient finite dif
ference method. 

The stability analysis is based on the linear theory. The 
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disturbance quantities are assumed to be of the form of a 
stationary vortex roll that is periodic in the spanwise direc
tion, with its amplitude function depending only on the 
normal coordinate. The resulting eigenvalue problem con
sisting of four coupled differential equations for the velocity, 
temperature, and concentration disturbances, along with their 
boundary conditions, is solved by the fourth-order, Runge-
Kutta integration scheme in conjunction with Newton-
Raphson shooting technique. 

Numerical results for the main flow quantities, such as the 
local wall shear stress, the local Nusselt number, and the local 
Sherwood number, are presented for a Prandtl number of 0.7, 
with Schmidt numbers of 0.6, 1, and 2 and values of the 
relative buoyancy parameter, N, equal to - 0 . 5 , 0, 1, and 2. 
Neutral stability curves for representative values of N and 
Schmidt number are shown for various angles of inclination 
from the horizontal. Critical thermal Grashof numbers are 
also presented and compared with available analytical results 
from the wave mode of instability for flow over horizontal 
and vertical plates. 

Analysis 

The Main Flow, Thermal, and Concentration 
Fields. Consideration is given to an inclined flat plate that 
forms an acute angle, </>, from the horizontal and is situated in 
an otherwise quiescent fluid with free stream temperature, 
T„, and free-stream species concentration, Ca, The plate is 
maintained at a uniform temperature, Tw, and a uniform 
concentration Clv, with its heated surface facing upward. Let 
the ^-coordinate be measured in the streamwise direction 
from the leading edge of the plate and the .y-coordinate be 
measured normal to the plate. Under the assumptions of 
negligible diffusion-thermo and thermo-diffusion effects, 
along with Boussinesq approximation, the governing con

servation equations of the laminar boundary layer flow can be 
written as [3] 

3U dV 

dx dy 
-0 (1) 

dU dU d 
U— +V— =#8cos0 — 

dx ay dx. 
(T-T^dy 

+ g/3*costf> — (C-C„)dy 
dx Jy 

+ gl3sm<t>(T- r „ ) +g(l* sin<l>(C-Ca,)+p 

dT dT d2T 
U— + K — =K—y 

dx ay ay1 

dC dC d2C 
U— +V— =D—r 

dx dy dy1 

dHJ 

dy2 (2) 

(3) 

(4) 

where all notations are defined in the nomenclature. The first 
two terms on the right-hand side of equation (2) represent the 
streamwise pressure gradient induced by the normal com
ponent of the buoyancy forces, respectively, from the tem
perature and concentration variations in the fluid, and the 
third and fourth terms represent the axial component of the 
respective buoyancy forces. The boundary conditions for 
equations (1-4) are 

t / = 0 , V=vw,T=T„,C=Cw at y = 0 

U-~=0,T-Too,C-Ca, as y-cx> (5) 

It is noted that equation (2) reduces to that for a vertical plate 
[1] when <£ = 7r/2 and to that for a horizontal plate [2] when 4> 
= 0 deg. 

N o m e n c l a t u r e 

C = mass fraction of the 
diffusing species 

D = binary diffusion coef
ficient 

D" = d"/d-q", d i f ferent ia l 
operator 

/ = reduced stream function 
g = gravitational acceleration 

Gr.v,, = g(5(Tw-T„)x}/v
2, ther

mal Grashof number 
Gr,,, = g^iCv-C^xi/u2, 

Grashof number for mass 
diffusion 

k = thermal conductivity of 
fluid 

L = x, characteristic length 
m = mass flux of the diffusing 

species 
N = Gr V £ . /Gr v / , ratio of 

Grashof numbers 
Nu.v = qwx/[{Tw-T„)k], local 

Nusselt number 
p' = perturbation pressure 
P = mainflow pressure 

Pr = V/K, Prandtl number 
qw = local surface heat flux 
Sc = v/D, Schmidt number 

Shv = m^x/lpDi^-Ca.)], 
local Sherwood number 

t = dimensionless amplitude 

function of temperature 
disturbances 

t' = perturbation temperature 
T = fluid temperature 

u,v,w = dimensionless amplitude 
functions of velocity 
disturbances 

u',v',w' = ax ia l , n o r m a l , and 
spanwise components of 
velocity disturbances 

U, V = mainflow velocity 
components in x- and y-
directions 

x,y,z = ax ia l , n o r m a l , and 
spanwise coordinates 

Y,z = dimensionless normal and 
spanwise coordinates, 

Y=v 
a = d imens ionless wave 

number of disturbances 
0 = l-(dp/dT)PtC]/p, volu

metric coefficient of 
thermal expansion 

/3* = [-{dp/dC)p<T]/p, volu
metric coefficient of 
expansion with mass 
fraction 

7 = angle of inclination from 
the vertical 

5 = boundary layer thickness 
7j = OVx)(Gr.v,,cos0/5)1/5, 

i7s = 

e = 

K = 

X = 

v- = 
V = 

* = 

p = 
r = 

cf> = 

+ = 
Superscripts 

+ = 

* 
" = 

Subscripts 
w = 
00 = 

pseudo-similarity variable 
dimensionless boundary 
layer thickness 

(r-rco)/(r>v-r00), 
dimensionless tem
perature 
thermal diffusivity of 
fluid 
d imensionless mass 
fraction 
dynamic viscosity of fluid 
kinematic viscosity of 
fluid 
(GrA.i,cos</)/5)1/5tan(/., 
buoyancy force and in
clination parameter 
density of fluid 
shear stress 
angle of inclination from 
the horizontal 
stream function 

dimensionless disturbance 
quantity 
critical condition 
resultant quantity 

condition at the wall 
condition at the free 
stream 

Journal of Heat Transfer NOVEMBER 1983, Vol. 105/775 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Equations (1-5) can be transformed into a dimensionless 
form by employing the dimensionless coordinates £(x) and 
v(x,y)im 

1/5 y / G r ^ c o s ^ 1/5 

i tand>. « = — l 
/GrVi/cos</>\ 1/5 >< /Gr^cos^X 

H — J — ) tan*, 1 | = _ ^ _ r - j (6) 

along with the reduced stream function/(J,r;), the dimen
sionless temperature #(£,»/), and the dimensionless mass 
fraction X(£,rj) defined, respectively, by 

f(k,r})=i(x,y)J5v(y 
GTXICOS4>^ 

5 ' 

X(f,i?) = 
C - C . 

r —c (7) 

in which \p(x,y) is the stream function that satisfies the 
continuity equation (1) with u = d\p/dy and v = — dip/dx, and 
G r w is the local Grashof number defined by Gr w = g/3( Tw — 
Tx)x

3/p2. Upon transformation, the system of equations 
assumes the following form 

/ ' " + 3 / / " - (f')2 + - [r,(0+iVA) + j °° (d + NX)dr, 

36 3X \ 1 
-NX) 2 S J , \ a? a? / 'J 

-*['•£-'••£] 
I r 90 ^ r + 3 / ^ = 3 ? [ / ' - - , ' 

± X - + V V = 3 « [ / ' - | - V 

9/ 
a? 

9/ 
9? 

(8) 

(9) 

(10) 

/ ' ( f ,O)=/ ( f ,O) = O,0($,O) = l,X(*,O) = l 

/'(£,°°) = 0U,°°) = X(£,°°)=o (ii) 
In the foregoing equations, the primes indicate partial 

differentiation with respect to t\ and Nis defined as 

N= 
F(.CW-C„) GTX (12) 
[${TW-T„) Gr,,. 

with Grx c = g^*(Cv, — C„)xi/v2 denoting the local Grashof 
number for mass diffusion. The parameter N measures the 
relative importance of the buoyancy forces between mass and 
thermal diffusion that drive the flow. There is no mass dif
fusion when N = 0. The buoyancy forces from mass and 
thermal diffusion act in the same direction when TV > 0, 
whereas they act in the opposite directions when TV < 0. It is 
noted here that the dimensionless coordinate £ is a measure of 
the plate inclination as well as the thermal buoyancy force 
intensity. 

In writing the boundary condition /(£,0) = 0 in equation 
(11), the normal velocity, v„, at the wall associated with the 
species diffusion process has been assumed to be negligibly 
small. This assumption is valid when the condition 

'Grx_,cos0\ 1/5 
v„x < < 3 

/Gr„ , cos0 \ 

Hi—) v \ 5 
or, from the use of Fick's law, the condition 

^ - ( C W - C 0 0 ) [ - X ' ( { , 0 ) ] < < 1 . 
3bc 

(13) 

(14) 

is fulfilled. 
The physical quantities of interest are the local wall shear 

stress, TW, the local Nusselt number, Nu^, and the local 
Sherwood number, Shx. They are defined, respectively, by 

rw = M ( ^ ) 
Nur = Qy, 

dy />=o ' * Tw-T„ k ' 

mw x 
SK = (15) 

Cw-C„ pD 

With qw = -k(dT/3y)y=0 and mw = -PD(dC/dy)y=0, 
equation (15) can be written in terms of the dimensionless 
variables as 

x2 / G r ^ c o s 0 \ ~3/5 

N u , ( ^ * ) - , / 5 = - * ' « , 0 ) 

(°^)-1 , 5=-x'«.o) Sh 

(16) 

(17) 

(18) 

Formulation of the Stability Problem. As discussed in 
[12] and [17], the disturbance quantities u', v', w\ p', t', 
and c', which are taken as functions of (y,z), are superim
posed on the mainflow quantities U, V, W= 0, P, T, and C to 
form the following resultant quantities w, v, w,p, t, and c 

ii=U(x,y) +u' (y,z) 

v=V(x,y) +v' (y,z) 

w=w'(y,z) (19) 

p=P(x,y)+p'(y,z) 

t=T(x,y)+t'(y,z) 

c = C(x,y)+c'(y,z) 

These resultant quantities satisfy the continuity equation, the 
Navier-Stokes equations, the energy equation, and the mass-
fraction equation for an incompressible, steady three-
dimensional natural convection flow over an inclined plate 
under the simultaneous thermal and mass diffusion. When 
they are substituted into the aforementioned conservation 
equations and the resulting equations are linearized with 
respect to the disturbance quantities, one arrives at 

dv' dw' 

dy dz 
= 0 (20) 

3U 

~dx 
+ v 

dU du' 

dy dy 
=g/3sin0/' 

/ 9 2 w' 3 V \ 

dV 
u' — +v 

dx 

dV dv' 
+ V-— = -dy dy 

+ g,8cos</>/' +g(3*cos4 

dy2 

1 dp' 

0 dy 

(21) 

:' + v( + 

V-r
dw' 

~dy dz — + 

a V d2v' 

~df 

d2W 

dT 

Tx~'' 

dC 

dx 

dT dt' 
— +V 
dy dy 

3C dc' 
— +V 
dy dy 

< 

"'(af 

dz2 

d2W 
+ dy2 

32t' 

d2c' 

d2w'\ 

~dzT ) 

d2t'\ 

d2c'\ • + • 

(22) 

(23) 

(24) 

(25) 
dy2 ' dz2 -

Next, the pressure terms in the y- and z-momentum 
equations, equation (22) and (23), are eliminated, and the 
resulting system of five coupled equations are then trans
formed into a dimensionless form by introducing the 
following dimensionless quantities 
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Y= y (GTl-'cosct>) ' / 5
 z =

 z (Grt,,cos<j>\ (26) 

w + 

K /GrL,cos</>\ 

~T\ 5 / 

K /GrL,cos</>N 

T V 5 / 

V ' -

r+ = 

c ' 

K /GiLlcoscj}\ 1/5 

L V 5 • / 

f 

^ (27) 

where GrL , = gf3(T„-T„)Li/v2 is the thermal Grashof 
number based on the characteristic length, L(x). In order to 
have Y = rj, one lets L(x) = x. It then follows that GrLtl = 
Gr x / . Furthermore, the main flow quantities appearing in 
equations (20-25) are expressed in terms of /(£,77), 0(£,T/), 
X(£,T7) and their derivatives. The resulting dimensionless 
disturbance equations are further simplified by introducing 

u+=u{Y)eiaZ, v+ =v(Y)eiaZ, w+ =w(Y)eiaZ, 

t+=t(Y)eiaZ, c+=c(Y)i (28) 

where a is the dimensionless wave number of the distur
bances. That is, the disturbances are taken to have the form of 
stationary vortex rolls that are periodic in the spanwise 
direction, with their amplitude functions u, v, w, t, and c 
depending only on Y. The result of the aforementioned 
operations leads to the following system of equations for the 
disturbance amplitude functions 

[(D2-a2)-BsD + B2]u 

'Grx,cos</>\ 1/5 

' * - - " - — (29) 
/ G r „ , c o s 0 \ 1/5 

= B3v-5Pr(—^-—-J tan<t>(t+Nc) 

[(D2 - a2)2 -BXD{D2 - a2)-B2(D
2 - a2)]v 

G r ^ c o s ^ 2/5 
2 i e 2D / 0 r ^ , ( C 0 S * \ ' 
ŵ + ScrPrl ' 1 

(t+Nc) 

[(D2~a2)-B]PrD]t = B5u + B6v 

Sc Sc 
[(D2-a2)~BlScD]c = B1 — u + Bs — v 

(30) 

(31) 

(32) 
Pr ° Pr 

with the boundary conditions 

u=v=Dv=t=c=0 at TJ = 0 and 77 = 00 (33) 

In equations (29-33), D" = dnldrf and the boundary 
conditions arise from the vanishing of the disturbances at the 
wall and in the free stream, in which Dv = 0 results from the 
continuity equation dv+ /dY + dw+ /dZ = 0 along with vv + 

= 0 at -q = 0 and rj = oo. The coefficients JS^.r;) through 
Bfi(!i,y) in the foregoing equations have the expressions 

B,=2i j / , ' -3/-3£3/ya$ (34a) 

B2=2nr-f'-3W/dS (346) 

B,=5f" (34c) 

^ 4 = 7 ( V / " +2nf' -6f-12iridf'/dl; 

+ i2?a//a?+9?2a2//^2) 

Bi = -~(W-we/di) 

B 7 = - - ( 2 r ? X ' - 3 ? a X / 3 ^ ) 

5 S = X' 

(34d) 

(34e) 

(34/) 

(34g) 

(34/1) 

The system of equations (29-32), along with their boundary 
conditions, equation (33), forms an eigenvalue problem of the 
form 

E(GiXJ,a;PT,Sc,N,<i>) = 0 (35) 

For given values of Prandtl number, Pr, Schmidt number, Sc, 
relative buoyancy parameter, N, and angle of inclination, <j>, 
the value of a satisfying equation (35) is sought as the 
eigenvalue for a prescribed value of Grx , . 

Numerical Method of Solutions 

The system of equations for the main flow, thermal, and 
concentration fields, equations (8-11), was solved by a finite 
difference technique modified from that described in [18]. Its 
details are omitted here. However, it is worthwhile to mention 
the treatment of the integrals involving 6, dd/dt;, X, and dX/d£ 
in equation (8). Introduction of 

!

oo | i co 

ed-q, H= xrfij 
gives rise to two additional equations 

G ' + 0 = O, G(f,oo) = 0 

H'+\ = 0, H(£,oo) = 0 
and simplifies equation (9) to 

/ ' " + 3 / / " - if')2 + | [r,(0+7VX) + (G+NH) 

(36) 

(37) 

(38) 

'«(/'f-/-f) 
+ £(0+/VA) 

¥ (39) 

Thus, the finite difference solution was performed on 
equations (39), (9-11), (37), and (38) to obtain the main flow 
quantities. This approach gives a better rate of convergence 
and hence reduces the numerical computation time. 

In the stability calculations, a fourth-order, Runge-Kutta 
integration scheme was used to solve equations (29-33). The 
integration was started from r; = oo to 77 = 0 by using the 
asymptotic solutions of equations (29-32) at i? = r)co as the 
starting values. The asymptotic solutions for w, v, t, and c at 
7) — t]^ consist of five sets of independent solutions («,, vn th 

c{), with / = 1, 2, 3, 4, and 5, that can be easily obtained. In 
addition, the numerical solution of the eigenvalue problem 
parallels that described in [19], and it suffices to mention only 
its highlights. In determining the neutral stability curve for 
given values of Pr, Sc, TV, and 4>, the eigenvalue problem is to 
find the value of a for a specified value of Grx , . This is done 
as follows. First, the main flow solution is obtained to provide 
the coefficients Bx to T38 for a preassigned value of £ = 
(GrMcos(jV5)1/5 tani?i with given values of Pr, Sc, and TV. 
Next, with the angle <j> specified, the parameter Gr^ ,cos$/5 = 
(£/tan0)5 in equations (29) and (30) is known and integration 
of equations (29-32) can be performed from 77 = 5)00 to 77 = 0 
for each set of the five independent solutions by assuming a 
value of a, starting with the asymptotic solutions at 7i«,. 
Newton-Raphson shooting method is then used to obtain a 
converged eigenvalue a for the particular Gr^,. This com
pletes a solution of the eigenvalue problem. The same process 
is repeated to obtain different values of the (a, Grx,) pair in 
mapping out a neutral stability curve. 

Numerical computations were carried out for Pr = 0.7 and 
Sc = 0.6, 1, 2, with TV ranging from - 0 . 5 to 2. The Schmidt 
number range covers typically diffusion into air of water 
vapor (Sc = 0.6), carbon dioxide (0.94), methanol (0.97), and 
ethyl benzene (2.01). In the calculations, the values of TJ^ were 
found to depend on the Schmidt number Sc and the TV value. 
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Fig. 1 Local wall shear stress results 

For both Sc = 1 and 2, the i/„ values of 7 for TV = 1,2, and 8 
for TV = -0.5 were found to be sufficient in both the main 
flow and stability calculations, whereas for Sc = 0.6, »/„ = 8 
for N = 1,2, and 10 for TV = -0.5 were required. In the 
main flow solutions by the finite difference method, variable 
step sizes were used in the ^-direction. The step size was in
creased gradually with increasing £ and ranged from A£ = 0.1 
for 0 < £ < 1 to A£ = 2.0 for £ > 30. On the other hand, a 
uniform step size of AT; = 0.02 in the redirection was used in 
the main flow calculations. In the stability calculations, A?) 
was taken to be 0.04 for 0 < t\ < r7„. 

Results and Discussion 

Numerical results for the local wall shear stress, the local 
Nusselt number, and the local Sherwood number are shown in 
terms of •r,l,(;c

2/5/x>')(Grj:],cos$/5)~3/5, Nux(Gr^,cos0/ 
5)"1/5, and Shx(GrXi,cos0/5)-1/5, respectively, in Figs. 1, 2, 
and 3. An inspection of these figures reveals that these three 
quantities increase with increasing value of £; that is, the wall 
shear stress and the surface heat/mass transfer rates either 
increase with increasing angle of inclination <j> for a fixed local 
thermal Grashof number GrXi, or increase with increasing 
thermal Grashof number for a fixed angle, <j>. These trends are 
to be expected physically, because when the local thermal 
Grashof number is increased or when the angle 4> is increased 
from the horizontal (i.e., 0 = 0 deg) toward the vertical (0 = 
90 deg) orientation, the buoyancy forces will become more 
pronounced. This causes an increase in the wall shear stress 
and the surface heat/mass transfer rates. This condition will 
prevail as long as the TV value is such that the combined 
buoyancy forces from thermal and mass diffusion produce a 
positive effect. 

Figures 1, 2, and 3 also show that, for a given Schmidt 
number, the wall shear stress and the surface heat/mass 
transfer rates increase with increasing value of TV when TV > 0. 
This is because the buoyancy force from mass diffusion 
assists the thermal buoyancy force when TV > 0. On the other 
hand, when TV < 0, the buoyancy force from mass diffusion 
opposes the thermal buoyancy force and the values of these 
three quantities become lower than those for TV = 0 (i.e., 
when there is no buoyancy force from mass diffusion). In 
addition, as the Schmidt number decreases, the local wall 
shear stress and the local Nusselt number are seen to increase 
when TV > 0 and to decrease when TV < 0. The reason for this 
is that a smaller Schmidt number corresponds to a larger 
binary diffusion coefficient, which in turn exerts a larger 
influence on the flow field and hence the thermal field. The 
Sherwood number results indicate, however, that for a fixed 
TV value, larger Sherwood numbers are associated with larger 
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Fig. 2 Local Nusselt number results 
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f=(Gr,i,COS^/5)'/°tan</> 

Fig. 3 Local Sherwood number results 

Schmidt numbers. That is, the surface mass transfer rate 
increases with increasing Schmidt number. This is because a 
larger Schmidt number provides a thinner concentration 
boundary-layer thickness relative to the flow boundary-layer 
thickness, thereby resulting in a larger concentration gradient 
at the wall and hence an enhancement in the surface mass 
transfer rate. This trend is analogous to the heat transfer 
process in which the surface heat transfer rate increases as the 
Prandtl number increases. 

To show the variations of the local Nusselt number Nux and 
the local Sherwood number Shx with the local thermal 
Grashof number Grxr, the angle of inclination, </>, and the 
relative buoyancy force intensity, TV, Figs. 4 and 5 have been 
prepared for a representative case of Sc = 1. It can be seen 
from the figures that both Nu^ and ShA. increase with in
creasing values of Grx,, 0, and TV, as has already been 
discussed. Plotted with dotted lines in the figures for com
parisons are the results for <f> = 15 and 45 deg from the ap
proximate similarity solutions that were obtained by 
neglecting the streamwise pressure gradient terms in the 
momentum equation (2), as was done by Chen and Yuh [3]. 
As is expected, the approximate solution deviates from the 
new solution as 0 decreases, with a considerably larger 
deviation occurring at a smaller value of Gxxl. This can be 
gleamed from the condition for which the similarity solution 
is valid; that is, (5/x)tan(ir/2 - 0) < < 1 or tan(7r/2-0) < < 
(Gr.,,,cos0/5)1/5/r7;;. 
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Fig. 4 Local Nusselt number versus local thermal Grashof number for 
various angles of inclination, Sc = 1 

Sh, | 

Fig. 5 Local Sherwood number versus local thermal Grashof number 
for various angles of inclination, Sc = 1 

Neutral stability curves and critical wave and Grashof 
numbers were obtained for various angles of inclination </> 
ranging from 0 deg (i.e., the horizontal plate) to 75 deg. 
Representative neutral stability curves are plotted in Fig. 6 for 
Pr = 0.7 and Sc = 1 at <j> = 0, 30, and 60 deg. It is seen from 
the figure that for a fixed N value, as the angle </> increases 
from 0 deg, the neutral stability curve shifts right-upward, 
indicating a stabilization of the main flow to the vortex mode 
of instability at a larger wave number. On the other hand, at a 
given angle of inclination <t>, as N increases from a negative to 
a positive value, the neutral stability curve shifts left-upward, 
indicating a destabilization of the flow at a larger wave 
number. This phenomenon is to be expected from the physical 
reasoning that a larger N value gives rise to a stronger effect 
of combined buoyancy forces, which in turn contributes to a 
less stable flow. It is interesting to note from Fig. 6 that for a 
fixed angle <j> the locus of the critical points (i.e., the points of 
minimum thermal Grashof numbers) on the neutral stability 
curves for different N values forms a straight line in an a 
versus Gr^, semilogarithmic plot. 

In order to examine the effect of Schmidt number on the 

Fig. 6 Representative neutral stability curves for (6 = 0, 30, and 60 
deg, Sc = 1 

10° 5x10° I04 5»IO* 10° 

Grx,l 

Fig. 7 Neutral stability curves for <j> - 30 deg and Sc = 0.6,1, and 2 

vortex instability of the flow, neutral stability curves for Pr = 
0.7 and Sc = 0.6, 1, and 2 at a fixed angle 0 = 30 deg, with N 
= -0 .5 , 0, 1, and 2, are brought together in Fig. 7. Although 
the critical points on the neutral stability curves for different 
TV values at a given Schmidt number are seen to lie on a 
particular straight line, which is different for a different 
Schmidt number, the relative position of the critical points for 
different Schmidt numbers appears to shift with a change in 
the N value. In general, a decrease in the N value contributes 
to the stabilization of the flow, and a decrease in the Schmidt 
number from 1 to 0.6 for a fixed N value tends to stabilize the 
flow when N > 0 and to destabilize the flow when N < 0. 
However, such a definite trend does not exist as the Schmidt 
number is increased from 1 to 2. This type of behavior is due 
to the combined effects of Sc and N on the stability charac
teristics of the flow. 

The critical thermal Grashof numbers Gr *_, and the critical 
wave numbers a* at various angles of inclination 4> are listed 
in Table 1. They are for Pr = 0.7 and Sc = 0.6, 1, and 2, with 
N = - 0.5, 0, 1, and 2. The angular variation of these critical 
thermal Grashof numbers are also plotted in Fig. 8. From the 
table and the figure, it is seen that an inclined natural con
vection flow with mass diffusion becomes less susceptible to 
the vortex mode of instability as the plate is tilted from the 
horizontal toward the vertical orientation. The flow is the 
most susceptible to the vortex mode of instability when the 
plate is horizontal, and this susceptibility diminishes as <j> 
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Table 1 Critical thermal Grashof numbers and wave numbers for Pr = 0.7 

<* 
0° 

15° 
30° 
45° 
60° 
75° 

4> 
0° 

15° 
30° 
45° 
60° 
75° 

<t> 
0° 

15° 
30° 
45° 
60° 
75° 

N=2 

Or!,, 
132 
497 

1.90x10s 

8.87X103 

5.99x10* 
1.13X106 

N=2 

GrJ,, 
88 

360 
1.47X103 

7.21 x l O 3 

4.98 x l O 4 

9.45 x 1 0 s 

N=2 

GrJ,, 
60 

295 
1.41 x lO 3 

7.38X103 

5.22X104 

9.98x10 s 

a* 

0.702 
0.834 
0.981 
1.163 
1.435 
1.942 

a* 
0.757 
0.905 
1.071 
1.280 
1.578 
2.135 

a* 

0.829 
1.000 
1.190 
1.431 
1.775 
2.362 

/V=l 

GrJ,, 
191 
724 

2.78 XlO3 

1.30X104 

8.84X104 

1.67X106 

7V=1 

GrJ,, 
143 
577 

2.33 x lO 3 

1.13 x 104 

7.80X104 

1.47X106 

N=\ 

GrJ,, 
114 
529 

2.41 x lO 3 

1.23 x lO 4 

8.63 x lO 4 

1.64X106 

Sc = 0.6 

a* 

0.652 
0.775 
0.908 
1.084 
1.335 
1.800 

Sc = 1.0 

a* 

0.685 
0.820 
0.972 
1.158 
1.430 
1.923 

Sc = 2.0 

a* 
0.733 
0.885 
1.035 
1.240 
1.520 
2.068 

N=0 

GrJ,, 
340 

1.32X103 

5.17X103 

2.45 XlO4 

1.67x10s 

3.14X106 

7V=0 
GrJ,, 
340 

1.32X103 

5.17X103 

2.45 XlO4 

1.67 x 1 0 s 

3.14x10 s 

N = 0 

GrJ,, 
340 

1.32X103 

5.17X103 

2.45 XlO4 

1.67x10s 

3.14X106 

a* 

0.583 
0.682 
0.805 
0.965 
1.184 
1.610 

a* 
0.583 
0.682 
0.805 
0.965 
1.184 
1.610 

a* 

0.583 
0.682 
0.805 
0.965 
1.184 
1.610 

N=-O.S 

GrJ,, 
544 

2.13X103 

8.42 XlO3 

4.03 XlO4 

2.74x10 s 

5.19X106 

a* 
0.516 
0.620 
0.730 
0.870 
1.070 
1.450 

N= - 0 .5 
GrJ,, 
880 

3.03 XlO3 

1.09X104 

4.92 XlO4 

3.29x10 s 

6.21 x lO 6 

a* 

0.473 
0.563 
0.662 
0.791 
0.975 
1.320 

N = - 0 . 5 
GrJ,, 
846 

2.54X103 

8.53 XlO3 

3.75 XlO4 

2.44 x 1 0 s 

4.58X106 

a* 

0.475 
0.572 
0.680 
0.818 
1.005 
1.362 

Fig. 8 Critical thermal Grashof number versus angle of inclination, Sc 
= 0.6,1, and 2 

increases, atttaining a maximum critical thermal Grashof 
number of infinity when the plate is vertical. This is because 
when the plate is vertical, there is no buoyancy force com
ponent that acts normal to the plate and, as a result, vortex 
mode of instability does not take place. The instability of the 
flow is seen to be affected strongly by the buoyancy force 
from mass diffusion. The flow becomes less or more stable to 
the vortex mode of instability, depending on whether the 
buoyancy force from mass diffusion assists or opposes the 
thermal buoyancy force (that is, depending on whether N > 0 
oriV<0). 

It is interesting to compare the present vortex instability 
results with the horizontal wave instability results of Pera and 
Gebhart [8] for the case of a horizontal plate and of Boura 
and Gebhart [11] for the case of a vertical plate. For the 
horizontal plate [8], the critical values of 5[(1 +A9Gr£,/5]1/s 

for Pr = Sc = 0.7 were found to be about 49, 53, 64, 'and 77 
when N = 2, 1,0, and -0 .5 . These values correspond to 
critical thermal Grashof numbers, Gr*,, of about 1.51 x 10s, 

3.35 X 10s, 1.72 x 106, and 8.66 x 106, respectively. For a 
vertical plate [11], the critical values of 4(Gr*,,/4)1/4 for Pr = 
0.7 and Sc = 0.94 are about 60, 66, and 73 when N = 0.5, 0, 
and -0.2. The corresponding critical thermal Grashof 
numbers are, respectively, 2.03 x 10s, 2.96 x 10s, and 4.44 
x 10s. A comparison between the present vortex instability 
results for the inclined plate with the wave instability results 
for the horizontal and vertical plates indicates that the first 
onset of the instability of the flow is due to the vortex mode of 
disturbances when the plate is horizontal, whereas in a ver
tical plate it is due to the wave mode of disturbances. Thus, a 
crossover from the vortex to the wave mode of instability is 
expected to occur as the plate is tilted from the horizontal 
toward the vertical position. However, an accurate assessment 
of the inclination angles at which the crossover takes place 
cannot be made at present because there is a lack of wave 
instability results for inclined free convection flows with 
combined buoyancy mode of thermal and mass diffusion. As 
a final note, it is mentioned that there appears to be no ex
perimental instability data available for comparison with the 
present analytical results except for the case of N = 0 (i.e., 
without mass diffusion effect). Such a comparison for the 
case of N = 0 has already been made in [12] and is therefore 
not repeated here. 

Conclusions 

A study has been conducted to analyze the flow and 
heat/mass transfer as well as the vortex instability charac
teristics of buoyancy-induced flows that result from 
simultaneous diffusion of heat and mass in laminar boundary 
layers adjacent to horizontal and inclined surfaces. The 
analysis is restricted to situations in which low concentration 
levels exist such that the diffusion-thermo/thermo-diffusion 
effects and the interfacial velocities due to mass diffusion are 
neglected. In general, it has been found that when the 
buoyancy force from mass diffusion assists the thermal 
buoyancy force, the heat/mass transfer rates increase and the 
flow becomes less stable to the vortex mode of instability. 
These trends are reversed when the two buoyancy forces 
oppose each other. As the angle of inclination from the 
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horizontal is increased, the buoyancy force effects become 
more pronounced. This gives rise to an increase in the surface 
heat/mass transfer rates, but to a stabilization of the main 
flow to the vortex mode of disturbances. 
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Laser-Doppler Measurements of 
the Velocity Along a Heated 
Vertical Wall of a Rectangular 
Enclosure 
The horizontal and vertical velocity profiles near a heated vertical wall of rec
tangular enclosure were measured for the laminar regime of natural convection with 
a laser-Doppler anemometer. The horizontal temperature profiles near the heated 
wall were measured with a thermocouple. An almost perfect two-dimensional mode 
of flow was confirmed for the central regime of the box. A minimum in the tem
perature profile between the hot wall and the thermally stratified central core 
resulted in a downward flow just outside the boundary layer of upward flow, but 
the central core was stagnant. Visualization of the flow with a phenolphtalein tracer 
confirmed the two-dimensionality of the flow along the vertical heated wall and 
revealed a zone of three-dimensional flow in the form of spiral streaklines along the 
insulated top plate toward the opposing cooled vertical wall. Measurements such as 
these provide for the first time the basis for a critical test of the accuracy of 
numerical solutions. 

Introduction 
The extensive literature on natural convection in rec

tangular enclosures, heated on one vertical wall and cooled on 
the opposing one, has been reviewed by Ostrach [1] and more 
recently by Catton [2]. Hence,, only those investigations 
directly relating to the measurements of the temperature 
and/or velocity field will be mentioned herein. 

Schmidt and Beckmann [3] measured the temperature field 
using a small thermocouple, and the velocity field using the 
deflection of a quartz thread, for laminar natural convection 
near an electrically heated vertical plate. The first velocity 
measurements of free convection using tracer particles were 
apparently made by Cheesewright [4] for the turbulent 
regime. He also measured the temperature field. Recently a 
number of measurements of the velocity profile and the 
turbulent intensity by a laser-Doppler anemometer have been 
reported. Such measurements by Steinberner and Reineke [5] 
are in fair agreement with the theoretical work of Ostrach [6] 
for the laminar regime. In the near future such measurements 
may be expected to provide a test for two-dimensional, finite 
difference solutions of Plumb and Kennedy [7], Lin and 
Churchill [3], and Steinberner and Reineke, and others for the 
turbulent regime. 

There have been many measurements of the average heat 
flux for natural convection inside an enclosure but only a few, 
e.g., by Martini and Churchill [9], of both the temperature 
and velocity fields. Schinkel and Hoogendoorn [10] measured 
the temperature field only, using an interferogram. Ap
parently this method gives an integrated density in the 
direction of the beam and hence is appropriate only for two-
dimensional flow. Oertel and Kirchartz [11] measured the 
density variation interferometrically as well as the velocity for 
a horizontal fluid layer but at the central plane only. A 
number of investigators, including the present ones, have 

carried out numerical solutions for two- and three-
dimensional laminar natural convection, primarily for rec
tangular and cylindrical enclosures, but experimental data to 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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1981. 

Fig. 1 Schematic of the laser-Doppler anemometer: 
1 laser emitter 
2 optical unit 
5 measuring point 
4 photomultiplier 
5 flow direction adapter 
6 high voltage supply 
7 signal processor 
8 Doppler signal monitor 
9 frequency counter 
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Fig. 2 Schematic of the experimental apparatus 
(a) end view (b) side view 
1 side wall of convection cell 
2 bottom insulation 
3 precision, sliding guide rail 
4 hot-water jacket 
5 bottom plate of convection cell 
6 top plate of convection cell 
7 cold-water jacket 
8 traveling microscope 

test the predicted temperature and velocity fields critically are 
not yet available. 

In this paper, results are reported for two-dimensional flow 
fields using both a laser-Doppler anemometer and 
visualization with phenolphtalein, and for the corresponding 
temperature fields using a thermocouple. 

1 The Laser-Doppler Anemometer 

The anemometer used is a DISA-Mark I with a flow-
direction adapter. Figure 1 shows the accessories of the 
anemometric system for measurements in the convection cell. 

This device and setup were first tested by comparing 
measured velocities with pitot-tube measurements of a steady 
water jet. The cross-point of the laser beams was 1 mm above 
the exit from the pitot tube. The average differences between 
the velocities obtained from the laser-Doppler anemometer 
and those from the pitot tube were - 1.20, + 0.50, and 0.37 
percent for velocities of 0.21, 0.50, and 0.857 m/s, respec
tively. The anemometer was therefore concluded to perform 
satisfactorily. 

2 Experimental Apparatus for Natural Convection 

Figure 2 consists of end and side views of the experimental 
apparatus. The circulating jacket (T) at one end is shown in 
Fig. 2(a), and both jackets, (4) and (T), are shown on the 
left-hand and right-hand sides of the cell in Fig. 2(b). Hot 
water was circulated through the left-hand jacket and cold 

water through the right. 79 x 240 x 5-mm channels were 
built into both jackets to produce a downward then upward 
flow of water at a velocity of 24.5 cm/s, thus producing an 
estimated heat transfer coefficient of 1260 W/m2. The ver
tical wall of the jackets adjacent to the convection cell was 
made of 5-mm-thick copper to minimize the temperature 
variation. 

The bottom plate (?) was elevated as shown, in the further 
interest of isothermality on the heated and cooled walls of the 
cell. The bottom and top plates, @ and (6), of 10-mm-thick 
plexiglass were thermally isolated from the heating and 
cooling plates with water-proof tape. The resulting inner 
dimensions of the convection cell were 160-mm high (in the x-
direction), by 295-mm wide (in the ^-direction) by 189-mm 
deep (in the z-direction). The internal dimensions of the 
heated and cooled surfaces were thus 160 x 189 mm. The two 
vertical walls perpendicular to the jackets were of 10 mm 
plexiglass, covered by a further 2-mm thick layer of 
plexiglass. A Styrofoam plate 50-mm-thick (2) was placed 
beneath the cell for thermal insulation. 

The entire apparatus was placed on a precision sliding guide 
rail (?) and joined to the mounting of a traveling microscope 
(8) so that movement in the z-direction could be measured 
precisely. The optical unit of the laser-Doppler anemometer 
was placed on a three-dimensional mounting (from a grinding 
machine), permitting lateral and vertical movement with an 
accuracy of 0.02 mm. 

The temperature fields were measured with a thermocouple 

Nomenclature 

fD = Doppler frequency [1/s] 
/vco = output frequency from a 

voltage-controlled local 
oscillator in a mixer stage of a 
frequency tracker [1/s] 

g = acceleration due to gravity 
[m/s2] 

H = height of experimental box 
[m] 

RaH = Rayleigh number = g/3(Tw -
Tc)H

3/ctV[-] 
t = time [s] 

T = 
T = 
T = 

U = 

V = 

X = 

y = 

z .= 

temperature [K] 
cold wall temperature [K] a = 
hot wall temperature [K] 
vertical velocity [m/s] j3 = 
horizontal velocity away 
from heated wall [m/s] v = 
vertical distance above d = 
bottom plate [m] 
horizontal distance from 
heated wall [m] $ = 
horizontal coordinate parallel 
to heated wall [m] X = 

thermal diffusivity of fluid 
[m2/s] 
volumetric coefficient of 
expansion [1/K] 
kinematic viscosity [m2/s] 
central angle between two 
laser beams at a measuring 
point [rad] 
oblique angle of laser beam 
from the heated wall [rad] 
wavelength of laser light [m] 
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Fig. 3 Profiles of the vertical component of the velocity at elevations 
below the midplane 

of 0.1-mm copper and constantan. The junction was sup
ported by two thin bamboo pieces. It could be traversed in 
two directions with 0.01 mm accuracy. The thermocouple 
output was read from the digital voltmeter and was accurate 
within ±0.01 K. 

Owing to the presumed and observed antisymmetry of the 
velocity and temperature fields, the measurements were 
confined to the heated half of the enclosure. 

3 Experimental Conditions 

The test water was boiled prior to use to prevent the for
mation of air bubbles within the enclosure. The circulating 
water for the heated plate came from a bath at 288.2 K and 
for the cooled plate from a bath at 281.0 K. 

The laser-Doppler signal from the photomultiplier was fed 
to a signal processor and the/vco signal was measured with a 
frequency counter. The digital value of the frequency, fD, is 
translated to velocity, u, by the equation 

XA> 6.328 x 10"7 

M= =— ^ T T W D = 1.555 x 10-%(m/s) 
2 X 0.2035 

2 sin — 
2 

Here X is the characteristic wavelength of the He-Ne laser 
beam, and 8 is the central angle of the two beams at the point 
of measurement. A small amount of milk (< 10~4ml/ml) was 
mixed with the water in the test cell to seed the laser 
measurement. 

The wavelength X of the He-Ne laser beam was 632.8 mm 
with an uncertainty of ±0.03 percent. The central angle 6 was 
determined from a measured distance of 111 ±0.5 cm between 
the two laser beams on a screen located 267 ± 0.5 cm from 
the cross-point of the beams, with a resulting error of ±0.65 
percent in sin (0/2). According to the manufacturer's manual 
[12] the error in the Doppler frequency was ±0.25 percent. 
The measured velocity is thus presumed to have a possible 
total error of ±0.93 percent. 

The velocity and temperature measurements were made at 
eight different heights from the bottom plate, such as at 
x=15, 25, 45, 75, 105, 125, 135, and 145 mm. The horizontal 
and vertical velocities were measured separately. The 
measurements were made only after a stationary state, as 
indicated by the thermocouple output, had been attained. 

The temperature distribution on the heated wall was 
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Fig. 4 Profiles of the vertical component of the velocity at elevations 
above the midplane 

concurrently measured as 14.67°C, 14.82°C, and 15.02°C at 
x=10, 80 and 150 mm, yielding an integrated mean tem
perature of 14.84°C for the hot plate. The corresponding 
mean temperature of the cold plate was 7.8°C, giving a mean 
temperature difference of 7.04°C. Physical properties were 
computed at 11.32°C, the arithmetric mean of the plate 
temperatures. This resulted in an overall Rayleigh number, 
Raw= 1.52 x 108 and Pr = 9.08. The error in the velocity 
due to the nonisothermality of the heated and cooled plates is 
discussed and bounded in the Appendix. 

4 Results 

4.1 Vertical Velocity. The frequency counter gives a 
perturbed digital output for each measurement. The upper 
and lower values are recorded and plotted to suggest the range 
of uncertainty of the data. The vertical velocity, u, is plotted 
versus the corrected distance from the heated wall, y, in Fig. 3 
for four lower heights, and in Fig. 4 for four upper heights. 
(The location of the point of measurement, the cross-point of 
the laser beams, was corrected for deflection of the laser 
beams due to the gradient in the index of refraction [see 
Appendix].) The velocities are plotted only out to.y = 15 mm, 
although the measurements generally extended to 20 mm. The 
peak velocity occurred at y- 1.2 mm for an elevation x = 15 
mm and at y = 2.0 mm for x= 145 mm. This movement of the 
^-location of the peak with x was monotonic. A maximum 
vertical velocity 2.77 (mm/s) occurred at x=105 mm and 
y - 1.6 ~ 1.8 mm. The profiles in Fig. 3 are similar to those for 
boundary layer, but those in Fig. 4 exhibit a region of 
downward flow. This reverse flow, which has been noted by 
Elder [13] and others, is characteristic of natural convection 
in enclosures as compared to free convection along an 
isolated, vertical heated plate. A monotonic increase in the 
velocity gradient with height is observed in Fig. 3 for A:<75 
mm, and a monotonic decrease in the velocity gradient with 
height in Fig. 4 for x> 105 mm, but with some irregularity, 
and with a slight upward flow for x = 145 mm and y = 15 mm. 

At x = 15 mm, the ^-profiles of the vertical velocity were 
measured at a number of locations along side wall, i.e., at 
z = 72.51, 75.19, 77.88, 80.56, and 83.25 mm. The profiles of 
the vertical velocity at these locations almost coincided, as 
shown in Fig. 5, thus confirming the two-dimensionality of 
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Fig. 5 Profiles of the vertical component of the velocity at an elevation 
of x = 75 mm. 

Depths 

No. 1 2 3 4 5 
z(mm)= 72.51 75.19 77.88 80.56 83.25 

Laser 
beam 

Fig. 6 Top view of the orientation of the laser beams used to measure 
the horizontal component of the velocity: 

<t> + — = 0.459 rad <j> = 0.050 rad 
2 2 

the vertical velocity near the central plane (z = 94.5 mm) of the 
enclosure. 

4.2 Horizontal Velocity. A schematic of the laser beams 
used to measure the component of the velocity perpendicular 

to the wall is shown in Fig. 6. The centerline of the two beams 
was oblique to the heated wall at an angle <j> = 0.2548 rad (14.6 
deg) so that the velocity could be measured right up to the 
wall. The measured velocity is then divided by cos 0 = 0.9677 
to obtain the horizontal component. These velocities are 
plotted in Fig. 7 versus distance from the wall for several 
elevations. (Positive values indicate flow away from the wall.) 

Near the bottom of the enclosure the horizontal velocity is 
negative (towards the heated wall). At an elevation of x = 75 
mm, it becomes essentially zero for all y. Thus, as further 
confirmed by the vertical component in Fig. 3, a stagnant core 
exists at this elevation. For x> 105 mm the main flow is away 
from the wall. Along the lower half of the heated wall, 
du/dx>0 with dv/dy<0 and along the upper half du/dx<0 
with dv/dy>0, thus satisfying two-dimensional continuity, at 
least qualitatively. The horizontal distribution of the 
horizontal velocity toward the hot plate at an elevation x = 75 
mm and several depths, z = 56.95, 58.34, 59.72, 61.11, 62.49, 
and 91.59 mm is shown in Fig. 8. Over this range of z, the 
horizontal velocity is essentially zero for all y. 

The horizontal velocities away from the wall along the top 
horizontal cover plate are plotted in Fig. 9 versus the distance 
from the top wall at y = 5 mm, 20 mm, and 40 mm. The 
profile of the horizontal velocity with height is almost the 
same at these distances, although the boundary layer 
thickness and the maximum velocity appear to increase 
slightly with y. The maximum velocity is about 0.5 mm/s and 
the boundary layer thickness is about 30-50 mm. Integration 
of the values in Fig. 9 and of the vertical velocities for large x 
in Fig. 4 gives comparable volumetric flow rates, as would be 
expected. 

4.3 Temperature Distribution. The surface temperature 
on the heated plate was determined from thermocouples 
attached to the plate. The temperature distribution within the 
fluid was determined with a traveling thermocouple. The 
location of the measuring point within the fluid was 
somewhat uncertain, owing to the 0.5 mm thickness of the 
thermocouple junction. Therefore, the measured profiles were 
plotted versus the tentative distance from the wall and ex
trapolated to the wall. A correction of 0.2 mm was deter-
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Fig. 7 Profiles of the horizontal component of the velocity at various 
elevations 

[Elevations 

No. x(mm) 
1 145 
2 135 
3 125 
4 105 

No. x(mm) 
5 75 
6 45 
7 25 
8 15 

mined by comparison with the corresponding measured 
surface temperature. The corrected profiles are shown in Fig. 
10 for the same elevations as the velocity profiles in Figs. 3, 4, 
and 7. The temperature of the heated surface varied slightly, 
resulting in different terminal points for these profiles. 
Thermal stratification is apparent for y>l0 mm. The 
minimum in the temperature profiles occurs between the 
heated wall and the stagnant central region. This minimum is 
due to heating of the rising current of cold water near the wall 
and is responsible for the downward flow observed in Fig. 4. 

4.4 Flow Visualization. A number of flow visualization 
studies have previously been carried out for free convection 
along a vertical hot plate in a large volume of fluid and inside 
a rectangular box. Most of the studies were for the same 
physical case as studied herein but with the observations 
confined to a single two-dimensional plane. In this study, the 
phenolphtalein illumination method was adopted. The heated 
vertical copper plate was connected to a negative electrode 
and the cold plate to a positive electrode. Phenolphtalein 
indicator was mixed into an aqueous solution of sodium 
hydroxide which was then converted to a weak acid by the 
addition of a dilute hydrogen chloride solution. 100 ml of this 
indicator solution was mixed into the test water and a direct 
current of 10 V was impressed. The red color of 
phenolphtalein appeared along the heated plate. The color 
was so thin and uniform on the heating copper plate that it 
could not be photographed. After flowing up along the 
copper plate the flow turned and proceeded horizontally along 
the top cover plate. For 0 <y <20 mm, the whole top area was 
red, but for greater distances the streaks, as shown here in 
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Fig. 8 Profiles of the horizontal component of the velocity at an 
elevation x = 75 mm: 

Depth 

No. 1 2 3 4 5 6 
z(mm) 56.95 58.34 59.72 61.11 62.49 91.59 

0 

>. V(m m /s) 
0 0-5 0 0-5 0 0-5 

10+ 
160-X 

20+ 
(mm) 

, 40 

50 

30- -

a i m 

= at 
y=5mm 

j . i i i i 

: at 
"y=20mm 

L I I I H 

f at 
y=40mm 

Fig. 9 Profiles of the horizontal component of the velocity at several 
distances from the wall 

black and white in Fig. 11, were observed indicating a series of 
roll cells. The total number of roll cells was 17 to 22 over the 
total width of 189 mm in the ^-direction. 

The dyed layer increases slightly in thickness with distance 
in the direction of flow. Two possible explanations are of
fered for this vortical behavior: (/) the centrifugal force 
produced by the transition from vertical to horizontal flow 
generates Gortler-type vortices; or (ii) the temperature dif
ference between the heated fluid layer and the plexiglass cover 
plate, generates Be'nard-type vortices. According to Pellow 
and Southwell [14], the critical Rayleigh number for a fluid 
layer with one free and one rigid horizontal boundary is 1100. 
The visible thickness of the dyed layer was about 30 mm. The 
corresponding critical temperature difference would then be 
only 0.0028 K. 

This vortical, three-dimensional behavior has apparently 
not been reported before for rectangular enclosures heated 
and cooled on opposite sides. 

4.5 Comparison of Measured Velocity Profile With That of 
Boundary Layer Theory. Comparison of the experimental 
measured values of the x-component of the velocity with the 
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predictions of laminar boundary layer for a vertical 
isothermal plate (for Pr = 9.08) reveals excellent agreement 
near the wall at all intermediate elevations. However, in the 
outer region the experimental measurements fall increasing 
below this solution for increasing elevations. These deviations 
are presumed to be due to the downward flow in the enclosure 
outside the boundary layer. 

5 Conclusions 

Laser-Doppler measurements of the velocity components 
and thermocouple measurements of the temperature have 
been utilized to characterize the nearly two-dimensional 
laminar natural convection along the vertical heated wall of 
an enclosure. Such measurements provide the basis for a more 
critical test of numerical solutions than either heat flux 
measurements at the wall or photographs of streaklines. 

The measured velocities were found to be in numerical 
agreement with the theoretical solution for an isolated vertical 
plate very near the heated vertical wall and at low elevations, 
but not elsewhere. The agreement, even in a limited region is a 
confirmation of the accuracy and generality of the 
measurements. The difference elsewhere between the enclosed 
and unconfined flows is in part due to the top and bottom 
plates but also to the small downward flow observed at the 
edge of the boundary layer. 

The temperature profiles reveal a minimum between the 
heated wall and the thermally stratified core. This minimum is 
responsible for the aforementioned downflow. 

Phenolphtalein flow visualization confirmed the two-
dimensionality of the motion inside the boundary layer along 
the heated vertical wall but indicated that the horizontal flow 
across the top plate consisted of longitudinal roll cells. This 
motion may be due to the centrifugal force generated by the 
change in direction, or Be'nard-like convection superimposed 
on the horizontal flow. 

The measured and observed flow field can be summarized 
as follows. The fluid rises rapidly along the hot wall in a 
boundary-layerlike flow with a thickness of about 10 mm. A 
maximum velocity of about 2.7 mm/s is attained at 

Fig. 11 Sketch of colored photographs of streaklines of 
phenolphtalein along the top cover plate 

midheight. Thereafter the maximum decreases slowly, and a 
small region of downflow with a maximum velocity of only 
0.3 mm/s occurs at a distance of about 8 mm from the hot 
wall, owing to the temperature difference between the cold 
upflow and the warmer stagnant core. Except near the top and 
bottom plates, the velocity normal to the wall is negligible. 
The velocity profile in the boundary layer agrees closely with 
that of an unconfined laminar boundary layer on a vertical 
plate near the wall at low elevations, but falls increasingly 
below at greater distances from the wall and at increasing 
elevations. 

When the boundary layer flows upward along the hot wall 
and approaches the top plate, it turns toward the cold wall, 
creating a horizontal flow in the form of vortices with a 
thickness slowly increasing from 30 to 50 mm. The maximum 
horizontal velocity is about 0.5 mm/s. 

The same boundary layer and vortex flows occur down the 
cold wall and along the bottom plate, respectively. The 
central core is essentially stagnant, as first observed by 
Martini and Churchill [9] for the fluid confined by a 
horizontal cylinder and heated and cooled on the vertical 
halves, and recently explained theoretically by Ostrach and 
Hantman[15]. 

The numerical values reported herein are only valid for the 
particular Rayleigh number (1.5 x 108), Prandtl number 
(9.1) and width-to-height ratio (1.85) of this work. However, 
similar behavior would be expected for related conditions. 
Also the same experimental technique is applicable for other 
conditions, at least for water. 
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A P P E N D I X 

The Effect of Nonuniformity in the Wall Temperature 

The effect of experimental observed nonuniformity in the 
wall temperature on the flow can be bounded by using the 
theoretical solution for a laminar boundary layer on an 
unconfined vertical wall. If the entire wall were at the 
minimum hot-wall temperature of 14.4°C at x=\5 mm in
stead of at the average value of 14.84°C, the fractional change 
in the velocities would be 

Aw _ / 14.4-11.32 ^ 

~u ~ ~ \ 1 4 . 8 4 - 1 1 . 3 2 / 
= 0.0645 

Similarly, for the maximum hot-wall temperature of 15.05°C 
&tx= 145 mm 

Au / 15.05-11.32 
V ~~ V 14.84-11.32 

-0.0294 

The error due to the local variations about the mean would 
obviously be far less. 

The effect of small nonuniformities in the surface tem
perature in an enclosure does not appear to have been studied 
experimentally or theoretically. Chao et al. [16] computed the 
effect of sawtooth variations in the surface temperature, with 
an amplitude of ± 20 percent of the mean temperature dif
ference, for convection in an inclined 2 x 1 x 1 enclosure. 

Significant differences in the circulation pattern and overall 
rate of heat transfer were observed for heating from below 
but not for heating and cooling at the sides as in this work. 

Effects of the Temperature Gradient on the Velocity 
Measurements 

According to Hauf and Grigull [17], the deflection of a 
light beam in a one-dimensional refractive-index field n{y) is 

/2 dn 

y< -y0 = r— ~r (Ai) 
2«0 dy 

for the field shown in Fig. 12. Usually, the temperature field is 
unknown and is the objective of the optical measurement. 
However, we measured the temperature separately, per
mitting estimation of the temperature gradient. The 
corresponding deflection of the laser beam was estimated as 
follows. The refractive index of water at 20°C for a 
wavelength of 632.8 mm is 1.33176, and the temperature 
coefficient is - 8 x lO"5 K"1 . Thus at 14.4°C, n = 1.33176 
+ 8 x 5.6 x 10"5 = 1.33221. Then 

dn dn 

~d~y = ~df 

For example, a t x = 15 mm 

dT , dT 
= ( - 8 x 10-5)-dy dy 

dT 
y = 0 

14.4-9.4 
0 - 2 . 5 ~ dy 

Then for / = 80 mm 

( - 8 x 10-5)(-2)(80)2 

= - 2K/mm 

yt -yo -• = 0.384 mm 
(2)(1.33221) 

This means that when the laser beam is parallel to the hot 
wall, the deflection of the beam is 0.384 mm in a distance of 
80 mm. 

The laser beam was not quite parallel to the hot wall, but 
that is a good approximation. Prior to the measurement, the 
cross-point of the laser beams was moved to the hot plate, and 
the distance y was measured from that point. The deflection 
of the beam is toward the denser region, i.e., to a greater 
value of y. The temperature gradient is nearly constant near 
the hot wall but eventually decreases to zero with increasing 
distance. The local temperature gradient was estimated from 
the measured temperature profile and this local value was 
used to estimate the refractive index gradient as above. The 
distance from the wall was corrected in this way before 
plotting the measured velocities versus y at all elevations. 

The location of the cross-point in the case of the horizontal 
velocity measurement was also corrected, presuming that the 
beam which was almost parallel to the hot wall (0.05 rad.) was 
deflected as previously shown, and that the other one reflected 
very little due to its incoming angle of 0.459 rad with the hot 
plate. The correction in y for this case was found to be almost 
the same as for measurements of the vertical velocity. 
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Analysis of Turbulent Thermal 
Convection Between Horizontal 
Plates 
The one-equation model of turbulence is applied to the turbulent thermal con
vection between horizontal plates maintained at constant temperatures. A pseudo-
three-layer model is used consisting of a conduction sublayer adjacent to the plates, 
a turbulent region within which the mixing length increases linearly, and a turbulent 
core within which the mixing length is a constant. It is assumed that the Nusselt 
number varies with the Rayleigh number to the one-third power. As a result, the 
steady-state distributions of the turbulent kinetic energy and the mean temperature 
are obtrained and presented in closed forms. These results include the effects of 
Prandtl number. The predictions are compared with the available experimental 
results for different Prandtl and Rayleigh numbers. Also included are the 
predictions of Kraichnan, which are based on a less exact analysis. The results of the 
one-equation model are in fair agreement with the experimental results for the 
distribution of the turbulent kinetic energy and the mean temperature distribution. 
The predictions of Kraichnan are in better agreement with the experimental results 

for the mean temperature distribution. 

Introduction 

The problem of turbulent thermal convection between two 
horizontal plates maintained at constant temperatures has 
been studied both experimentally and theoretically. Deardorff 
and Willis [1] measured the horizontally averaged values of 
mean and fluctuating components of velocity and tem
perature. The fluid studied was air, and a range of Rayleigh 
numbers from 6.3 x 105 to 107 was examined. In the ex
periment of Somerscales and Gazda [2], liquids with Prandtl 
numbers ranging from 6 to 17.1 were used. Tanaka and 
Miyata [3] measured the mean and fluctuating components of 
temperature in an experiment with water for Rayleigh 
numbers of up to 4 x 109. 

For a situation where the ratio of the distance between the 
plates to the width of the chamber is small, the mean tem
perature field is nearly one-dimensional. The mechanism for 
mixing is apparently due to the departure of blobs of fluid 
from near the rigid boundaries toward the central region 
between the plates. Sparrow et al. [4] observed these blobs in 
an experiment with water using an electrochemical technique 
for visualization. Chang [5] and Howard [6] have predicted 
the frequency of the release of these blobs. For the central 
region between the plates, Tanaka and Miyata [3] and 
Kraichnan [7] have suggested that in the central region be
tween the plates the length scale of mixing has a magnitude 
comparable to the distance between the plates. 

Examination of the experimentally obtained mean tem
perature distributions [1-3] indicates that the length scale 
associated with the mixing process is not uniform throughout 
the domain between the plates. Furthermore, observation of 
the departing blobs of fluid (thermals) [4] indicates that at a 
given location from the plate there is more than one scale 
associated with the mixing, i.e., the thermals constitute the 
larger scales and the distance between the thermals is made up 
of mixing processes with smaller length scales. 

Kraichnan [7] considered a three-layer model and applied 
the Prandtl mixing length theory and a similarity theory. 
Through an order-of-magnitude analysis, he obtained an 
approximate solution to the distributions of the mean and 
fluctuating components of temperature and fluctuating 
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components of velocity, as well as the Nusselt number. He 
obtained two sets of solutions, one for Prandtl numbers larger 
than 0.1 and one for Prandtl numbers less than 0.1. 

In this study a pseudo-three-layer model is adapted and the 
one-equation model of turbulence is solved analytically. Due 
to experimentally observed symmetry about the midplane of 
the system, only the domain between the upper plate and the 
midplane is considered in the analysis that follows. 

Analysis 

A rectangular coordinate system is chosen with the z-axis in 
the direction of gravity and the origin at the upper plate (cold 
plate). The steady-state thermal energy equation in a situation 
with no mean motion is given by 

Here the turbulent heat flux, w 'T', is to be specified in terms 
of the turbulent kinetic energy and a prescribed mixing length. 
The boundary conditions for equation (1) are 

(0 

(»• '•) 

T=TC at z = 0 

dT n L-
dz=0«Z=2 

The second boundary condition is based on the available 
experimental data [1-3]. 

The conservation equation for the turbulent kinetic energy, 
k = Vi M/2 is specified for steady state, with no mean motion 
and with P and D as the rates of production and dissipation of 
turbuelnt kinetic energy, as 

d _dfc 
dz k dz 

+P-D=0 (2a) 

For situations where the molecular transport of turbulent 
kinetic energy is negligible, equation (2a) becomes 

d dk 
dz dz 

+P-D=Q (2b) 

where the production of turbulent kinetic energy arises from 
the interaction of the temperature and velocity fluctuations. 
This is 
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p=-i w T = f e £ f t 
dT 

dz 
(3a) 

The isotropic dissipation rate is defined in terms of the kinetic 
energy of the turbulence and a mixing length. 

D = c2 
I 

The magnitude of eh is defined as 

The boundary conditions for equation (2b) are 

(0 Ar = 0 a t z = 0 

dk L 
— = 0 a t z = -
dz 2 

(4) 

(5) 

( « • ) 

The second boundary condition, which is dictated by the 
symmetry of the system and is also observed experimentally 
[1], requires that at z = L/2 the production and dissipation be 
equal. 

Upon applying equations (3«~5) to this equilibrium con
dition and solving for k, one obtains 

c2 dt 

Then, by substituting this equation into equation (5), the 
following emerges 

£/, i£) 
1/2 

(&r)1/2/- ( I - I ) 
VI dz 1/ 

1/2 dT\ 

c2 / " \\ dz 

Furthermore, we note that while equation (3a) shows that the 
buoyant production of the kinetic energy is proportional to pg 
(dT/dz), the shear-production of this quantity is con
ventionally proportional to (dw/dz)2. Therefore, by analogy, 
one can suggest that the Prandtl's eddy diffusivity for the 
buoyancy driven flow considered here is 

e» = (ft)^(|f |) 
Now, by comparing the last two equations, it becomes 
necessary that c2 = c]. 

Conventionally, when there exists a momentum diffusivity, 
the turbulent and kientic energy Prandtl numbers are defined 
such that , , P r 

£ * = P 7 T - P r 7 (6) 

This much specification, together with a definition of the 
necessary constants and a prescription about the magnitude of 
the mxing length, enables the solution of the problem. 

Description of the Three Layers. The three-layer model 
adapted by Kraichnan, for Pr > 0.1, consists of: 

(a) A sublayer within which molecular transport of heat 
and momentum dominate the turbulent transport 

(b) A buffer layer within which the dominant means of 
transport are molecular for momentum and turbulent 
for heat 

(c) A turbulent core within which the molecular transport 
is neglected 

These specifications were altered slightly for the case of Pr 
< 0.1. The mathematical specifications for these three layers, 
with the arguments of the derivatives being either the tur
bulent kinetic energy or the temperature, are: 

(0 Sublayer: 

. e„=0, 

(«") 

(Hi) 

0<z<za 

Buffer: 

za<z<zv 

Turbulent Core: 

L 
z„<z< -

d „ d d 
e— ^ 0 , a — =0,eh— *0 dz dz dz 

dz dz 
= 0,e*-f * 0 

dz 
(la) 

N o m e n c l a t u r e 

fll.«2 

A 

,t>i,b2 

cl > c2 

D = 

DuDi = 

g = 

k = 

K = 
I = 

L = 

Nu, = 

constant given in 
equation (8) 
coefficients defined in 
equations (2g) and (20 
constant defined in 
equation (4, 5) 
specific heat at con
stant pressure 
dissipation rate of 
turbulent kinetic 
energy 
defined in equations 
(9a) 
gravitational accel
eration 
t u rbu l en t k inet ic 
energy 
thermal conductivity 
mixing length 
distance between the 
plates 
Nusselt number 

QoL 

A TK 

production 
t u rbu l en t 
energy 

1 ^ 2 

Pr 
Qo 

RaL 

Ra6 

T 
AT 

T 

w 

z 

Zc 

'a »~c 

= defined in equations 
(9a) 

= Prandtl number 
= heat flux 
= Rayleigh number 

g(3ATL3 

va 

= Rayleigh number 
based on 8 

= temperature 
= T„-Tc 

T-Tc 

TH-TC 

= the vertical component 
of velocity 

= distance from the cold 
plate 

= distance to the tur
bulent core 

= thermal and viscous 
sublayer thickness as 
defined by Kraichnan 
[7] and given by 
equations (7a) 

rate of 
k inet ic Greek Symbols 

a = thermal diffusivity 

0 

7 

8 

€ 

V 

P 

Subscript 
C 
h 

H 
k 

L/2 

Superscript 

-

= thermal expansion 
coefficient 

= constant given in 
equation (8) 

= th ickness of the 
conduction sublayer 

= eddy diffusivity 
= kinematic viscosity 
= density 
= =F / 2 

= defined by equation 
(17) 

= cold plate 
= heat 
= hot plate 
= t u rbu len t kinet ic 

energy 

L 
= evaluated at -

2 

= fluctuating component 
= dimensionless, defined 

in equations (9) 
= time averaged 
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where 
L 

\,(y z „ = 3 .2Pr 1 / 2 z Q 
2Nu L 

The three-layer model adapted in this study is made of: 

(a) A conduction sublayer within which only molecular 
t ransport takes place 

(b) A turbulent region within which molecular t ranspor t is 
allowed for heat but not for turbulent kinetic energy, 
turbulent t ranspor t is significant, and the mixing 
length varies linearly with the distance from the plate 

(c) A turbulent core within which only turbulent transport 
takes place and the mixing length is a constant 

The mathematical specifications for these three layers, with 
the arguments of the derivatives being either the turbulent 
kinetic energy or the temperature, are: 

(/) Sublayer: 

0 < z < 5 e„=0,/ = 0, 

(if) Turbulent Region: 

8<z<zc 

d d d 
, v-T=0,a—^0,e„-r^0,l=z-5 

dz dz dz 

(Hi) Turbulent Core: 

zc<z< 
d d n d n , 

V— =01— = 0 , 6 , , ™ - 7^0, l = Zc~6 
dz dz dz 

(7Z>) 
Chang [5] has suggested that the thickness of the con

duction sublayer be taken such that g(3AT83/pa = 64.8. In 
this study both zc and 5 are determined from the available 
experimental data . 

Kraichnan has recommended the value of unity for the 
constant of proport ional i ty in relating / to z, instead of the 
value of 0.4 used for forced convection. This recommended 
value is the one used for the turbulent region. 

The assumption of negligible molecular t ransport of tur
bulent kinetic energy is rather arbitrary and is made here so 
that closed form solutions for the turbulent kinetic energy and 
for the temperature can be obtained. 

Turbulent Kinetic Energy. In the turbulent region and the 
turbulent core, as defined above, equation (2b) describes the 
distribution of turbulent kinetic energy. In determining the 
product ion of the turbulent kinetic energy, it is assumed that 
turbulent heat flux, w'T' accounts for the entire heat flux. 
Therefore, 

P=Pge, 
dT 

••fig 
Qo ATK 

• N u , (3b) 
dz '"" pcp '~° Lpcp 

which does not vary with z. This assumption is not valid near 
the edge of the defined sublayer and is only marginally correct 
in the adjacent first turbulent region. However, it makes it 
possible to decouple the equation for turbulent kinetic energy 
from the thermal energy equation. 

The value of the Nusselt number recommended by Dear-
dorff and Willis is 

NuL =A Ra[ /3Pr? (8) 

where A = 0.069 and 7 = 0.074. This relationship does not 
predict all the available data correctly. However, it is a 
relatively good approximation for RaL > 107. The ex
perimental results of Deardorff and Willis [1] for air and RaL 

= 6.3 x 105 are included in the comparison between the 
experimental results and those of the predictions, but the 
range of the applicability of the following analysis is expected 
tobeforRa L > 107. 

Examination of the experimental results of Deardorff and 
Willis suggests that in the turbulent core, the value of tur

bulent kinetic energy is proportional to the Rayleigh number, 
and the dissipation rate is proportional to the Rayleigh 
number to the four third power. In order to obtain a solution 
which is independent of the Rayleigh number and the Prandtl 
number, equation (2b) is nondimensionalized as follows 

-_ Z-6 - I r_ k 

^ R a L P r 2 ( 1 + ^ / 3 

' 2 L 

(9a) 
D 

D = . e * : 
tk 

- - R a ^ P r 1 ^ 
aRai /3Pr (1 + T)/3 

By applying equations (3b), (4), (5), (8) and the above 
definitions to equation (2b), one obtains 

Pr ; , d - , . , 7 die A , P / 2 „ 

Pr̂ - dz dz I 

Upon making the substitution 

4> = k3/1 

equat ion (2c) can be written as 

d T d<t> A Prkl c2Pr*4> 

(2c) 

I-7-.1- + = 0, (2d) 
dz dz (2 /3)c ,Pr A (2/3) Pr„ 

where the distribution of the mixing length, given by equation 
(lb), in the nondimensionalized form becomes 

l=z for 0<z<zc 
(7c) 

l=zc for zc<Z<zL/2 

The boundary conditions for equation (2d) are 

(0 4> = 0atz = 0 

d<t> 
(ii) —^ =0a.tz = zL/2 dz 

(10) 

Equation (2d), with these distribution of the mixing length 
takes the following forms for the two regions: 

d<t> d<f> „ „ - -
- +P,z-D,=0 0<z<zc 

where 

dz dz 

2 -
APrk 

+ P2-D2=0 

(2e) 

zc<z<zL/2 (2/) 

cfPr,. _ P , Z>, 

(2/3)c1Pr/I ' A = (273)Pr- ^ = IT^ = 1? m 

The solution to equation (2e) must satisfy the first of the 
boundary conditions given in equation (10) and the solution to 
equat ion (2f) must satisfy the second boundary condition 
given in equation (10). In order to simplify equation (2e) a 
substitution of the form 

1} = - In i 

is made . Then equation (2f) becomes 

d2^ 

dr,2 + P i e - " - X » , 0 = O (2g) 

The complete solution for (2g) is 

0 = a , s inh D\/2r) + a2cosh D\/2-q + 
D,-l 

which upon satisfying the boundary condition of 0 = 0 at z 
= 0, i .e., ij-»oo, becomes 

</>= -ff,[sinh (D\/2lnz)] +cosh (D\/2lnz)] 

Di-1 
z, 0<z<zc (2h) 
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The complete solution to equation (2/) is 

<A = 6,sinh D\/2z+ b2cosh D\/2z + 
D7 

(20 

Upon satisfying, dfyldi = 0, at z = ZLn and taking ad
vantage of 

coth (D\/2zLn) - 1 -0 for D\nzL/i >2 (2y) 

which will be shown to be a reasonable assumption, equation 
(2/) becomes 

4 = b1[smh (D\/2z) -cosh (D\/2z)\ 

D, 
Zc <Z<Z1/2 (2k) 

The solutions given by equations (2h) and (2k) must also 
have the same magnitude and the same first derivative at z = 
zc. After matching the solutions at zc and simplifying, one 
obtains 

*-k[^*w)-^M) 
D i - l 

z 0<z<zc (lla) 

*-i[^-w)-w\^ z/ic) 

+ -D, 
zc <z<Zui (116) 

The dimensional turbulent kinetic energy is related to <j> as 
~2 

k=- -Ra,Pr2< l+^ /3*2/3 

The dimensional eddy diffusivity is related to </> as 

<E„=aRai/3Pr 3 c^ml 

(12) 

(13) 

Mean Temperature. In the conduction sublayer, due to 
the absence of any turbulent transport, the thermal energy 
equation when integrated becomes 

dT dt 
K-r =?0or 

dz 

z 8 
Nu, for0< - < -

d(z/L) L L L 

(14) 

In the region outside of the laminar region, the temperature 
gradient is 

dT N U L 5 z 1 
for - < - < — (15) d(z/L) 

1 + ^ 

Thus, the temperature distribution between the cold plate and 
the center line is 

• 6/L 1-0.5 d(z/L) 
(16a) i f 6/L p I 

d f = N u L rf(z//)+NuL 
JO J 5 i + «A 

Upon inserting equations (9a) and (13) in equation (16a), one 
obtains 

f *c dz Rai / 6 

Jo l +c 

conduction sublayer 

+ NuLj 

i ( / ) l / 3 R a 2 / 3 p r ( I + 7 ) / 3 / -

turbulent region (166) 

zui dz Rai / 6 

l+c,01 / 3Rai / 3Pr<1 + ^ / 3 z c ' 

turbulent core 

If the temperature drops in all three layers are predicted 
properly, then the total temperature drop must be 0.5. 

k x 103 

4 - -

6 - -

10' 

Experimental results of 
Deardorlf and Willis 
(Pr=0.713) 

Fig. 1 Distribution of turbulent kinetic energy. The solid curve 
represents the results of the one-equation model, and the symbols 
represent the experimental results of Deardorlf and Willis. 

£ . X 10" 
h 

Fig. 2 Distribution of eddy diffusivity for heat. The solid curve shows 
the results of the one-equation model, and the dashed line represents 
an approximation to these results. 

Results and Discussion 

In order to complete the solution of the turbulent kinetic 
energy distribution, the constants that have been introduced 
must be specified. The constants used in this study are 

Cl 

0.39 0.59 1.0 
Zc 

0.022 

The values for PrA = 0.59 and Pr* = 1.0 are those that 
have been used with relative success, for the prediction of 
transient cooling of a pool of water [8]. The values of c, and 
zc were chosen such that the production and dissipation are 
equal at the midplane between the plates. Since the production 
term in equation (2b) is a constant throughout the spatial 
domain, then 

D, 
( kyl \ 

,=c,l A \ Zc ' L'1 

where / = zc for z 2 zc. Therefore, 

ku2 =A cxic 

So the value of zc also affects the magnitude of the turbulent 
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0.5 

Fig. 3 Distribution of the mean temperature for RaL = 10 r , Pr = 0.71. 
The solid curve shows the results of the one-equation model, the 
dashed curve represents the predictions of Kraichnan, and the symbols 
represent the experimental results of Deardorff and Willis. 

kinetic energy at z = L/2. Therefore, it was chosen such that, 
as much as possible, the numerical results would correspond 
to the experimental data. 

With the values of cx and zc specified, the requirement for 
validity of the assumption given by equation (2j) can be 
obtained. By neglecting the thickness of the conduction 
sublayer compared to the half distance between the two 
plates, the nondimensionalized half distance is approximated 
as 

. 0.5 5 1 0.5 
L Ra| / 6 Ra[/f 

By applying equation (9a), one obtains 

DY2 
%L/2 • 

50.3x0.5 
>2 

This requires that RaL < 4 x 106. However, due to the 
relatively small contribution that the turbulent core makes to 
the value of turbulent kinetic energy at zL/2 , this assumption 
does not affect the results significantly. Furthermore, it will 
be shown that for RaL > 2 x 107, the turbulent core does not 
exist. 

Turbulent Kinetic Energy. Figure 1 shows the distribution 
of the nondimensionalized turbulent kinetic energy. The solid 
curve shows the results obtained here, and the symbols show 
the experimental results of Deardorff and Willis for air at 
Rayleigh numbers of 6.3 X 1 0 \ 2.5 x 106, and 107. The 
spatial domain is from the edge of the laminar sublayer to the 
middistance between the two plates. This follows the 
definition of nondimensional spatial coordinate given in 
equation (9). The thickness of the sublayer must therefore be 
prescribed in order to plot the experimental data with the 
nondimensionalized spatial coordinate. The value of the 
sublayer thickness is that recommended by Chang [5], The 
predicted values of k are much lower than the experimental 
results for z < 0.02. This is due to the large eddy diffusivity 
predicted by the one-equation model. The results imply that 
the prescribed mixing length is too large near the edge of the 
conduction sublayer. 

Eddy Diffusivity. Figure 2 shows the results of the one-
equation model for the nondimesionalized eddy diffusivity 
for heat. The solid curve shows the results of the one-equation 
model and the dashed curve shows a linear approximation 

0. 

0.02 • -

0.04 

0.06 

0.08 

0 . 1 0 - -

0 . 1 2 - -

0 . 1 4 - -

Prediction of Kraichnan 

—-- This study 

O Experimental results 
of Somerscales and Gazda 
( RaL = 1.3 x 108, Pr =17.1) 

T T 

Fig. 4 Distribution of the mean temperature for RaL = 1.3 x 10°, Pr 
= 17.1. The solid curve shows the results of the one-equation model, 
the dashed curve represents the predictions of Kraichnan, and the 
symbols represent the experimental results of Somerscales and Gazda. 

made to these results. As a result of this approximation, the 
eddy diffusivity can be expressed as 

£h = 

i | / 3Rai / 3Pr 

,(/)| /3Rai /3Pr 

0<z<0.03 

(0.03) 0.03 <z<zL/2 

(17) 

where 0[ is chosen such that eh = kul J = 0.0026 for z = 
0.03. This results in <l>x = 0.0109. This approximation causes 
a small increase in the value of eddy diffusivity just outside 
the laminar sublayer, which makes it a little disadvantageous. 
The choice of the linear approximation enables an analytical 
integration for the temperature distribution, as will be shown 
in the next section. 

Withzc = 0.03, since zL/i = (1/2) Rai / 6 , zc = zL/2 at RaL 

= 2.1 x 107 and the turbulent core no longer exists for larger 
Rayleigh numbers. 

Mean Temperature, Figure 3 shows with the solid curve 
the mean temperature distribution for the approximate eddy 
diffusivity distribution given by equation (18). The Prandtl 
number is 0.71, and the Rayleigh number is 107. This 
corresponds to one of the experimental conditions of 
Deardorff and Willis [1]. Their experimental data are given by 
symbols. Also shown, with the dashed curve, is the prediction 
of Kraichnan [7]. The value of 5 was chosen such that at z/L 
= 1/2, equation (16Z?) results in f = 0.5. This was done by 
applying equation (17) to equation (16a), i.e., 

rfT'=Nu + 
Nuz.//j[(G1</>!/3Rai/3Pr"+T'/3(0.03) + l] 

c,</>j/3Ra[/2Pr<1+*'3 

N u ^ R a n ^ - 0 . 0 3 ) 

c,0l/3Rai/3Pr<1+T»/3(O.O3)+l 

(16c) 
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Fig. 5 Distribution of the mean temperature for Ra t = 4.3 x 10 , Pr 
= 7.0. The solid curve shows the results of the one-equation model, the 
dashed curve represents the predictions ot Kraichnan, and the symbols 
represent the experimental results of Tanaka and Miyata. 

For Pr = 0.71 and RaL = 107, 6 = 0.0127L. The 
corresponding values recommended by Chang [5] and 
Kraichnan [7] are 0.0186 and 0.0345, respectively. 

The prediction of the one-equation model is in fair 
agreement with the experimental results for z/L outside the 
range 0.05 < z/L < 0.3. However, inside this range the 
predicted result is lower than the experimental results. This is 
due to the relatively large eddy diffusivity near the conduction 
sublayer. The prediction of Kraichnan [7] is in good 
agreement with the experimental results in the thermal 
sublayer. It should be noted that in general one expects for a 
Prandtl number of less than unity that the thermal sublayer be 
thicker than the viscous sublayer. However, this is not the 
case for the prediction made by Kraichnan. 

Figure 4 shows the temperature distribution for the Prandtl 
number of 17.1 and the Rayleigh number of 1.3 X 108. The 
experimental results of Somerscales and Gazda [2] for these 
conditions are shown with symobls. The results are given for 0 
< z/L < 0.15 in order to show the temperature distribution 
near the surface more clearly. The results of the one-equation 
model seem to be in fair agreement with the experimental 
results. The prediction of Kraichnan is in better agreement 
with the experimental results. The value of the conduction 
sublayer thickness calculated using equation (16c) is 0.00863 
L. Note that, although the thickness of the sublayer decreases 
with the Rayleigh number, its influence on the mean tem
perature increases substantially with increases in the Rayleigh 
number. 

Figure 5 shows the temperature distribution for the Prandtl 
number of 7.0 and the Rayleigh number of 4.3 x 108. The 
experimental results of Tanaka and Miyata [3] for these 

conditions are shown with symbols. The format is similar to 
that of Fig. 4. The results imply that the eddy diffusivity 
predicted by the one-equation model is too small for z/L > 
0.02. However, overall the prediction made by the one-
equation model is in fair agreement with the experimental 
results. The prediction of Kraichnan is in better agreement 
with the experimental results. The thickness of the conduction 
sublayer calcualted from equation (16c) is 0.00596 L. 

By examining the sublayer thicknesses obtained for the 
above mentioned conditions, it is clear that the previous 
recommendations made in [5-7, 9], which did not include 
Prandtl number dependency, should be reconsidered. For the 
cases considered here, the following expression predicts the 
conduction sublayer thickness to within 11 percent. 

= ( — V 
\ R a L / 

Pr° 

Summary 

The assumption of a turbulent region in which the mixing 
length varies linearly with distance near the wall and is 
constant in the central region enables an analytical integration 
of the turbulent kinetic energy equation. A suitable non-
dimensionalization, incorporating parameters defined by an 
empirical specification of the Nusselt number specifies a 
simple distribution of a nondimensionalized turbulent kinetic 
energy as a function of a nondimensionalized distance from 
the wall, and in turn, there is specified a simple non
dimensionalized eddy diffusivity as a function of this distance 
from the wall. 

A linear approximation for this nondimensional diffusivity 
is required to permit an analytical integration of the energy 
equation to specify the temperature distribution. To make this 
distribution agree with the empirically specified Nusselt 
number there must be specified the thickness of a laminar 
sublayer, and such a thickness is specified by these results. 
The temperature distributions so specified are in fair 
agreement with experimental results. 
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Natural Convection Experiments in 
a Liquid-Saturated Porous Medium 
Bounded by Vertical Coaxial 
Cylinders1 

An experimental effort is presently underway to investigate natural convection in 
liquid-saturated porous media utilizing a geometry and hydrodynamic/thermal 
boundary conditions relevant to the problem of nuclear-waste isolation in geologic 
repositories. During the first phase of this research program, detailed measurements 
were made of the steady-state thermal field throughout an annular test region 
bounded by a vertical, constant-heat-flux, inner cylinder and a concentrically 
placed, constant-temperature, outer cylinder. An overlying, constant-pressure fluid 
layer was utilized to supply a permeable upper surface boundary condition. Results 
showed the heater surface temperature to increase with increasing vertical distance 
due to the buoyantly driven upflow. The measured temperature difference (AT) 
between the average heater surface temperature and the constant outer-surface 
temperature was found to be progressively below the straight-line/conduction-only 
solution for AT versus power input, as the latter was systematically increased. 
Comparisons between measured results and numerical predictions obtained using 
the finite element code MARIAH showed very good agreement, thereby con
tributing to the qualification of this code for repository-design applications. 

Introduction 

Experimental and analytical studies of natural convection 
in liquid-saturated porous media have been motivated by such 
diverse engineering problems as geothermal energy extraction, 
pollutant dispersion in aquifers, and post-accident heat 
removal from nuclear reactor rubble beds. Recent review 
articles by Cheng [1] and Combarnous [2, 3] serve well to 
summarize the state-of-the-art through 1978. 

More recent motivation for study in this area has come 
from efforts to identify a geologic repository for the storage 
of canisters containing high-level nuclear-waste material. 
Geologic media under investigation include deep-ocean 
seabed sediments and deep-earth rock layers, which are either 
fully saturated or partially saturated with liquid water. Water 
motion throughout such media, induced by radioactive-
decay/ heat-release mechanisms, must be understood if one is 
to accurately predict canister/medium thermal response. The 
potential extent of radionuclide transport is also strongly 
dependent upon this thermally-induced velocity field. 

Canisters are expected to be long, slender cylinders, em-
placed in the geologic medium parallel to the gravity vector. 
Constant lateral spacings between adjacent canisters, and 
between parallel rows of canisters, will be maintained based 
on total projected heat loads. Due to these considerations, the 
"single-canister" problem can then be reduced to the study of 
natural convection in a liquid-saturated porous medium 
bounded by vertical, coaxial cylinders. 

The boundary conditions of interest to this problem are 
stated as follows. A spatially-uniform heat flux exists along 
the surface of the "inner cylinder" (i.e., the canister), the 
absolute value of this heat flux decaying exponentially with 
time over a long time period. Symmetry dictates an "im-
permeable'Vadiabatic boundary condition at the outer radius 
if the canisters are spaced close enough together to allow for 

1 This work performed at Sandia National Laboratories and supported by the 
U.S. Department of Energy under Contract Number DE-AC04-76DP00789. 

Contributed by the Heat Transfer Division and presented at the 1983 Joint 
ASME/JSME Thermal Engineering Conference. Manuscript received by the 
Heat Transfer Division December 17, 1982. 

thermal interaction; for "infinite" spacing (no thermal in
teraction), the outer boundary condition would become 
"impermeable"/constant temperature. The upper surface 
hydrodynamic boundary condition is generally accepted to be 
a constant-pressure/permeable surface, i.e., the interface 
between the seabed sediment and the ocean bottom, or the 
interface between the rock layer and the emplacement mine 
drift. The corresponding thermal boundary condition at such 
a permeable surface would be isothermal, or near-isothermal, 
due to the overlying fluid layer, or the environment main
tained in the drift. The bottom boundary conditions would, of 
course, be site-specific; conditions chosen for the present 
study are impermeable/adiabatic. 

In order to numerically model such complex problems, 
Gartling and Hickox developed the computer code MARIAH 
[4, 5]. This code is a general purpose, finite element, 
numerical simulator designed for the solution of two-
dimensional problems involving fluid flow and heat transfer 
in fully-saturated porous media. It can treat isothermal, free-
convection, mixed-convection, and forced-convection flows, 
for planar and axisymmetric geometries, in both transient and 
steady-state modes. This code has been used extensively to 
predict the thermal response of, and induced velocity field 
within, those seabed sediments under investigation as 
potential repositories for nuclear waste canisters [6, 7]. 
Similar fluid/thermal response calculations have also been 
conducted with this code to address the feasibility of land-
based nuclear waste isolation [8]. 

Licensing procedures require that all such predictive tools 
used in repository design be "qualified" in order to 
demonstrate that they, in fact, simulate the physical situation 
of interest. This requirement can be met, in part, by con
ducting carefully controlled laboratory experiments, using the 
geometry and hydrodynamic/thermal boundary conditions of 
interest, then comparing the measured and predicted results. 

A review of the recent experimental literature was con
ducted in order to ascertain the extent of the existing data base 
relevant to the problem at hand. The recent work can be 
categorized primarily by the geometry and boundary con-
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Fig. 1 Schematic of convection chamber 

ditions utilized. Rectangular enclosures were found to be the 
predominant geometry, with both bottom-heated [9, 10, 11] 
and side-heated [9, 11, 12, 13] isothermal walls being utilized 
as the convection-inducing mechanism. Vertical cylinders 
heated from below were studied in [14, 15] and concentric 
spheres were utilized in [16]. Non-Darcy (high-Rayleigh-
number) effects were investigated in [17, 18]. 

Wooding [19] investigated flow in a porous medium 
bounded by vertical coaxial cylinders. However, the 
hydrodynamic and thermal boundary conditions applied in 
[19] were not in accordance with present interests; that is, the 
inner cylinder was maintained at a constant temperature, 
while all four bounding surfaces were restricted to be im
permeable. The objectives of the present effort were, 
therefore, to generate the required data base, using the stated 
geometry and boundary conditions of interest, and to utilize 
these data for code-qualification purposes. 

Experimental Approach 

Figure 1 shows a schematic of the axisymmetric geometry 
utilized in the present experiment. A cylindrical heater of 1.90 
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Fig. 2 Fluid-layer temperature distribution 

cm o.d. was placed on the centerline of a cylindrical tube of 
43.82 cm i.d., thereby forming an annular test region (con
taining the liquid-saturated porous medium under study) of 
gap width A/- = 20.96 cm. The overall height, L, of the test 
region was 89.08 cm, defining an aspect ratio for the ap
paratus, L/Ar, of 4.25. 

Boundary conditions were established and maintained 
constant in the following manner. A second cylindrical tube 
was concentrically placed around the test chamber in order to 
form an annular fluid reservoir; water was continually cir
culated from a constant-temperature bath through this 
reservoir, then returned to the bath in a closed loop. Tem
perature along the entire outer circumferential surface of the 
test region was thereby maintained constant at 21.1°C ± 
0.1 °C for the present experiments. The two ends of the test 
region were bounded by 5.08-cm-thick plates of low con
ductivity material, effectively insulating these two boundaries 
from heat loss. A thin fluid layer (1 cm in depth) existed 
between the top of the porous medium and the inside of the 
upper end plate, thereby defining a constant-pressure/ 
permeable-surface boundary condition at Z = L. All other 
surfaces were impermeable. 

As a result of this experimental arrangement, the fluid layer 
assumed a near-isothermal condition at steady state, with its 
absolute temperature level being dictated by the power level 
input to the experiment (see Fig. 2). The measured T(r) 
distribution at Z = L was then used to supply the code with 
the required upper-surface thermal boundary condition for 
each power level tested. The final required thermal boundary 
condition was dictated by the total electrical power uniformly 

N o m e n c l a t u r e 

CP = 

d = 
d = 
g = 

K = 

K. = 

k 
L 

Nu 

specific heat at constant 
pressure (kJ/kg - °C) 
particle diameter (\ixti) 
average particle diameter (/*m) 
gravitational constant (9.792 
m/s2) 
thermal conductivity 
(W/m - °C) 
effective thermal conductivity 
of the liquid-bead mixture 
(W/m - °C) 
permeability (m2) 
test region height (m) 
Nusselt number; see equation 
(6) 
heater power per unit length 
(W/m) 

Ra = Rayleigh number; see equation 
(7) 

r = radial coordinate, measured 
from centerline (m) 

Ar = annular gap width (r0 — r,) 
[m] 

T — temperature (°C) 
Tj = average heater surface tem

perature (°C); see equation (4) 
AT = average temperature drop 

across Ar (°C); see equation (5) 
T = average temperature for 

property evaluation (°C); see 
equation (9) 

t = time (min) 
Z = vertical coordinate, measured 

from bottom of test region (m) 

ae - effective thermal diffusivity 
(m2/s); see equation (8) 

(3 = volumetric expansion coef
ficient (1/"C) 

ix = viscosity (kg/m - s) 
p = density (kg/m3) 
a = standard deviation 
4> = porosity 

Subscripts 

/ 
i 

of fluid phase 
at the innermost radial location 
(/•,•) of the annular test region 

m = of matrix (solid) phase 
o = at the outermost radial 

location (/•„) of the annular test 
region 

0.50 = fifty percentile value 
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Fig. 4 Probe placement schematic 

dissipated within the resistance heater. For each experiment, a 
preprogrammed power level was input to the heater, 
measured by an electronic wattmeter, and held constant 
(within ± 1 percent) through a feedback loop incorporating a 
microcomputer and a stepping-motor-controlled variac ( see 
Fig. 3). 

Temperatures along the upper, lower, and outer boundaries 
were measured with 24 thermocouples. Temperatures 
throughout the annular test region were measured by 90 
thermocouple probes, 15 placed on each of six measurement 
planes, located at Z/Ar values of 1, 2, 3, 3.5, 3.75, and 4. The 
ratio of the total volume of all probes located inside the test 
region, to the volume of the test region itself, was 0.00084. All 
probes entered the test region radially, one every 24 deg in 
circumferential angle; probe tip radial distance, measured 
from the heater centerline, was increased every 48 deg, 
causing the locus of probe tip locations to form a spiral of 
ever-increasing radius (see Fig. 4). Measured T(r) 
distributions obtained from such probe arrays were found to 
be "smooth and continuous," thereby demonstrating the 
attainment of axisymmetric conditions. 

Probes utilized in the present study were 0.318-cm-o.d. 
Chromel-Alumel, sheathed, ungrounded thermocouples. The 
sheath was a thin-walled stainless-steel jacket, itself filled with 
a low-conductivity powder (magnesium oxide) which com
pletely surrounded both the thermocouple junction and 
the lead wires. This probe design served to eliminate any 
potential electrical interference between the heater a-c power 
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POROUS MEDIUM 
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Fig. 5 Probe calibration schematic 
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signal and the d-c thermocouple signal, while at the same time 
tending to minimize the effective thermal conductivity of the 
probe itself. The thermocouple junction was located one 
probe-tip radius (1.6 mm) away from the physical end of the 
probe (as determined by X-ray photography), and all 
measured temperatures were assigned the radial location of 
the junction itself. 

Probe calibration tests were conducted both insitu, as well 
as in a separate/geometrically-similar apparatus. Flexible 
sheathed thermocouples of 0.05-cm (0.020 in.) and 0.10-cm 
(0.040 in.) diameter were used as the "references" (see 
schematic of Fig. 5). Power input, probe radial location, and 
matrix particle size were all varied. Results of these tests 
indicated that for /•, < r < 2 cm, probe error ranged from « 
- 2 to = - 1°C, and for 2 cm < r < r0, probe error was = 
-1°C. All data presented here have been corrected ac
cordingly. 

Data acquisition was accomplished using the microcom
puter (recall Fig. 3). All 114 thermocouple channels, plus the 
power channel, were monitored through a multichannel data 
logger upon commands from the computer. Transient tem
peratures were printed every hour, while steady-state values 
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were both printed and stored on a disk file. Steady state was 
"achieved" when all temperatures on the Z/Ar = 2 plane 
agreed, within ± 0.2°C, with their corresponding values 
taken over a six-hour period. For each constant power level, 
approximately 24 hrs was required to reach steady state. 

The porous medium used in the present study was com
prised of glass beads, essentially spherical, possessing a size 
distribution as shown by Fig. 6. The average particle size, d, 
was noted to be 0.32 mm. The thermal conductivity of the 
glass, as quoted by the manufacturer, was 1.047 W/m - °C, 
with no temperature dependence given. Porosity of the 
medium was measured to be 0.34. Distilled, de-aerated water 
was used as the working fluid. 

The apparatus shown in Fig. 1 was designed so that water 
could be forced vertically through the porous medium, in situ, 
and the resultant pressure drop measured. Results so 
generated defined a medium permeability of 122 Darcies. 

Since the heater length-to-diameter ratio was large (= 50), it 
could also be used as a line-source probe [20] in order to 
measure the effective thermal conductivity (Ke) of the liquid-
bead mixture, in situ. For this technique, a low power level 
was input to the heater (5 W), and the heater "surface" 
temperature versus time history was recorded (via a ther
mocouple probe whose tip was in direct physical contact with 
the heater surface, but whose junction was 1.6 mm radially 
removed from the heater surface, as described above). The 
value for K„ was then defined from 

K,= 

l dint} 

(1) 

for P = 5.61 W/m. Two such tests were run, yielding an 
average value for Ke of 0.85 W/m - °C, ± = 4 percent. 
Comparisons were made between these results and the 
mixture model for Ke used in [4, 5], given by 

Ke = 4>Kf + (\-4>)Km (2) 

For the quoted matrix conductivity of 1.047 W/m - °C, 
equation (2) was found to overestimate these measured Ke 

values by =5 percent. Present data were found, however, to 
be in good agreement with the previously unpublished data of 
Hadley [21], for the same glass bead/water mixtures, ob
tained via the disk-comparator method (see Fig. 7). One may 
conclude, therefore, that either the quoted matrix con
ductivity is approximately 5 percent above its true value, or 
that the mixture model of equation (2) overpredicts Ke by = 5 

percent. In either case, to eliminate this thermophysical 
property uncertainty from the present code qualification 
exercise, agreement between equation (2) and measured Ke 

data was forced by redefining K,„ = 0.992 W/m - °C. 
Finally, since the line-source, thermal-conductivity tests 

were conducted at low power levels, and hence in the absence 
of any significant convective heat transfer effects, they 
provided an opportunity to experimentally verify heater 
output uniformity, in situ. For these conditions, steady-state 
heater surface temperatures were found to be essentially 
constant along the length of the heater, thereby indicating a 
spatially-uniform heat flux. 

Numerical Approach 

This section presents a brief review of the numerical ap
proach. For complete details, see the reports of [4, 5], 
available, upon request, from their authors. 

The computer code of [4, 5] utilizes Darcy's law as the 
momentum equation. The porous matrix is assumed to be 
rigid and in thermal equilibrium with the fluid. Density 
changes are allowed to occur in the fluid solely in response to 
changes in temperature. In accordance with the traditional 
Boussinesq approximation, the effects of such density 
changes are accounted for in the buoyancy term in the 
equations of motion and are neglected elsewhere. The fluid is 
treated as Newtonian, and the effects of viscous dissipation of 
energy are neglected. 

In the present mathematical formulation, the classic no-slip 
boundary condition at solid surfaces cannot be applied. Flow 
channeling effects, due to porosity variations (increases) 
which occur near solid surfaces can be modeled indirectly by 
specifying a spatially-dependent permeability, e.g., a per
meability which increases from its base-line (far-field) value 
to any prescribed value as a solid surface is approached. 
Thermal dispersion effects are modeled based on the works of 
[22,23]. 

For purposes of numerical computation, the continuity 
equation is combined with Darcy's law to provide a Poisson 
equation for the pressure. A Galerkin form of the finite 
element method is used to discretize the pressure and energy 
equations; Darcy's law is similarly discretized to allow the 
velocity components to be recovered when needed. Within 
each element, the pressure and temperature are represented by 
biquadratic basis functions; the velocity components are 
approximated using bilinear functions. The code allows a 
choice of isoparametric (curved-sided) or subparametric 
(straight-sided) quadrilateral (8 node), or triangular (6 node) 
elements to be used in meshing any particular problem. The 
coupled set of nonlinear algebraic equations generated by the 
finite element procedure are solved using a Picard iteration 
scheme. Reduction of the matrix problem is carried out by a 
special form of Gauss elimination (frontal solution method). 

Experimental Results in Comparison With Numerical 
Predictions 

Measurements of the steady-state thermal field were ob
tained throughout the porous medium at each of five separate 
power levels (P = 5.61, 56.1, 84.2, 112.3, and 140.3 W/m). 
For P < 56.1 W/m, heat transfer was conduction dominated; 
at the highest power level of 140.3 W/m, heat transfer was 
significantly influenced by natural convection. 

In order to compare these measurements with numerical 
predictions, the annular test region (/•,• < r < r0) was modeled 
by an 8 x 68 finite-element mesh. To allow for heater axial-
conduction effects, the cylindrical heater (0 < r < /•,•) was 
modeled by a 1 x 68, finite element mesh with an internal 
heat generation rate (W/m3) dictated by the power input 
level. The resultant total number of elements in the problem 
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was 612 (see Fig. 8). Element radial dimensions within the 
annular test region were continually compressed as r 
decreased from r0 toward r, in order to more accurately 

compute the steeper temperature gradients which occur in the 
immediate vicinity of the heater. Measured boundary con
ditions, physical properties for pure water (including 
viscosity, thermal conductivity, and volumetric expansion 
coefficient as functions of temperature), and physical 
properties of the matrix material (including measured values 
for porosity and permeability) were input to the code of [4, 5] 
for each power level tested. Computations were done on a 
CRAY-1 computer, each case taking =130 s to complete. 
Predicted streamlines and isotherms for one such case (P = 
140.3 W/m) are shown in Figs. 9 and 10, respectively. 

As a result of the constant-pressure/permeable-surface 
boundary condition imposed across the upper surface, 
essentially all of the streamlines were predicted to be U-
shaped, i.e., fluid exited from the porous medium near the 
heater in a region of buoyantly-driven upflow, while an equal 
mass flux of fluid entered the porous medium near the outer 
boundary in a region of downflow. Resultant isotherms were 
predicted to be relatively parallel throughout the entire porous 
medium except in the immediate vicinity of the upper surface. 
Here, temperatures within the fluid/bead mixture were 
thermally accommodated to match conditions which existed 
within the near-isothermal fluid layer. 

In the limit of a strictly isothermal fluid layer, for in
finitely-small element sizes, one would expect the streamlines 
of Fig. 9 to be perpendicular to the constant-pressure in
terface for all r values. However, for a near-isothermal fluid 
layer, with element sizes selected so that predicted tem
perature distributions throughout the annular space became 
insensitive to further reductions in element size, plotted 
streamlines did show small departures from vertical at the 
interface. These departures occurred at intermediate r values, 
in the region of flow reversal (from upflow at small r to 
downflow at large r), where predicted vertical velocity 
components became exceedingly small. Such streamline plots 
are obtained by numerically integrating the predicted velocity 
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field, using linear interpolation between velocities computed 
at the element corners, and thus supply the analyst solely with 
a "visual overview" of the predicted flowfield. Predictions of 
the thermal field within the porous medium were used as the 
quantitative basis for comparison herein. 

Figure 11 shows a comparison of measured and predicted 
temperature distributions, on four equally spaced Z/Ar 
planes, for a power input of 140.3 W/m. Temperatures 
measured in the immediate vicinity of the heater surface were 
seen to increase with increasing vertical distance along the 
heater, and all measured distributions were noted to be well 
below the conduction-only solution, providing direct physical 
evidence of convective-energy transport. Predicted T(r) 
distributions were found to be in very good agreement with 
the data. 

Figures 12 and 13 show similar comparisons, each for a 
constant Z/Ar plane, with power input as the parameter. For 
all power levels tested, predicted and measured temperature 
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distributions consistently exhibited the same functional 
dependence on r and were in very good agreement. Small 
differences were noted in the innermost portions of the an
nular test region, primarily on the Z/Ar = 2 and 3 planes, 
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where measured temperatures were = 2 to 3°C below 
predicted values. 

All predictions shown in Figs. 11 through 15 were made 
assuming no flow-channeling effects at solid surfaces and no 
thermal dispersion. In order to numerically demonstrate the 
sensitivity of predicted thermal fields to these effects, ad
ditional calculations were made for the highest-power-level 
case, wherein these separate and combined influences were 
modeled (recall discussions in the Numerical Approach 
section). To account for flow channeling, permeability was 
specified to linearly increase from its measured value to a 
value twice as large as r decreased towards r, over a distance 
of the order of 20 d. Predicted T, values were seen to decrease 
by 0.9"C at Z/Ar = 1, by 0.8°C at Z/Ar = 2, by 0.7°C at 
Z/Ar = 3, and to remain essentially unchanged at Z/Ar = 4. 
Hence, a portion of the minor differences between predicted 
and measured temperatures can potentially be explained by 
such a phenomenon. Obviously, more work needs to be done 
in this area in order to quantify effective permeability in
creases near solid surfaces. Thermal dispersion effects were 
found to be unimportant at the low-Rayleigh-number/low-
particle-size conditions encountered herein. 

Figure 14 presents a plot of temperature difference across 
the porous medium as a function of power per unit length 
input to the medium. The solid line represents the conduction-
only solution, given by 

Ar=(r,-r0)=2-^in(^) (3) 

where T, possesses a single value for each power level, other 
quantities held constant. 

In the presence of convection, both the measurements and 
the predictions showed that 7} increases with Z due to the 
buoyantly-driven upflow along the heater surface. Hence, in 
order to represent such cases in the present plot, an "average" 
value was introduced 

7 > 
y'=i 

(Z/Ar)=y 

(4) 

where individual T-, values for the data were obtained by 
extrapolation of the measured T(x) distributions, over a 1.6-
mm radial distance, to the heater surface (see again Figs. 11 
through 13). A7was then defined by 

ATm(T,-T0) (5) 

Measured and predicted AT values were plotted as symbols, 
with "bars" above and below them to represent minimum 
and maximum T-, values for 1 < (Z/Ar) < 4. A curve was 
then faired through the symbols for each case. 

As can be seen in Figure 14, the measured and predicted 
curves for temperature difference AT, as a function of power 
input P, were found to be in very good agreement. Both 
curves showed an initial departure from the conduction-only 
solution near P = 50 W/m, followed by a steadily-increasing 
departure as P was increased from =50 to =150 W/m. 
Measured results were within =2°C of predicted results over 
this entire range. 

Two interpretations of Fig. 14 are possible. Under stated 
test conditions, power input at /•,• was maintained constant, 
not Tj. Hence, there was no augmentation of the heat transfer 
rate at r, due to the presence of convection. Rather, for P = 
constant, the combined influences of convection and con
duction allowed this specified heat flux to be removed at a 
lower AT than would have resulted under conduction-only 
conditions. Thus, one interpretation of Fig. 14 would be to 
quantify the relative influences of conduction versus con
vection, for any constant P condition, by the vertical 

departure of the data, and/or the predictions, from the 
conduction-only solution. 

Alternatively, one can view these results in the classic 
Nusselt number/Rayleigh number framework by defining the 
dependent variable (i.e., the Nusselt number) as the ratio of 
the actual power transfered away from the heater to the power 
which would be transfered away by conduction only at the 
measured AT 

Nu= (6) 
2TrK„Ar 
ln(/-0//-,-) 

In this context, the relative influences of convection versus 
conduction, for any constant AT condition, are quantified by 
the horizontal departure of the data, and/or the predictions, 
from the conduction-only solution. 

The independent variable in this correlating approach is the 
Rayleigh number, defined here by 

Ra = 
\ pjgPjAJTkAsl 

L Hfae J (7) 

where 

(8) 

Results of this correlating approach are shown in Fig. 15, 
where all fluid properties were evaluated at an average 
temperature, T, given by 

f, + r0- i 
r= (9) 

Once again, agreement between experiment and predictions 
was seen to be quite good, with Nu increasing from =1.1 at 
Ra = 17 to =1.25 at Ra = 70. 

Therefore, these detailed comparisons of measured and 
predicted results tend to confirm the code of [4, 5] as a valid 
predictive tool for problems involving natural convection in a 
fluid-saturated porous medium. Further experiments, 
utilizing (/) a finite-length heat source buried in a uniform 
porous medium, and (ii) the "full-length" heater of the 
present effort buried in a "layered" porous medium, are 
planned in order to further assess the validity and utility of 
this code. 

Conclusions 

Based on present measurements, and on comparisons of 
these measured results with numerically generated predic
tions, the following observations were made: 

(0 For a constant-heat-flux thermal boundary condition at 
the surface of the inner cylinder, heater surface temperature 
was found to increase with increasing vertical distance due to 
the presence of a buoyantly-driven upflow. 

(ii) The measured temperature difference (AT) between the 
average heater surface temperature and the constant outer-
surface temperature was found to be progressively below the 
straight-line/conduction-only solution for AT versus power 
input, as the latter was systematically increased. 

(Hi) Comparisons between measured and numerically 
predicted results, generated with a finite element code called 
MARIAH [4, 5], showed very good agreement, thereby 
contributing to the qualification of this code for repository-
design applications. 
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Natural Convection in a 
Rectangular Porous Cavity With 
One Permeable Endwall 
This paper describes a theoretical and experimental study of two-dimensional, 
buoyancy-driven flow in a rectangular porous cavity with one permeable endwall. 
Connected to a constant temperature tank, the permeable end allows for natural 
recharge and discharge of the saturating fluid. The other vertical endwall is im
permeable and maintained at a constant but higher temperature, thus inducing a 
buoyancy-driven flow. The theoretical study includes an asymptotic analysis 
developed for a shallow cavity with one permeable endwall and the numerical 
solutions of the power-law difference representation of the full governing 
equations. The experimental system consists of water-saturated glass beads packed 
in a rectangular cavity with a length-to-height aspect ratio of 3.17, for which the 
Rayleigh number can vary up to 120. Measurements were made of the steady-state 
temperature distribution in the cavity and the heat transfer rate from the im
permeable endwall. It is shown that the constant pressure and temperature 
assumptions at the permeable wall, as employed in the theoretical analysis, 
satisfactorily predict the experimental data. Results are also compared with those 
existing in the literature. 

Introduction 

Owing to its numerous and wide-ranging applications 
natural convection in porous media has been the subject of 
many recent studies. For example, this phenomenon is en
countered in the underground spreading of chemical wastes, 
water movement in geothermal systems, and porous in
sulations. Most of the previous studies have been theoretical, 
including natural convection in confined enclosures driven by 
horizontal temperature gradients [1-3], natural convection 
boundary layers [4], and convective flows in horizontal 
porous layers heated from below [5], However, consideration 
of the permeable boundary effects on the heat transfer rate 
and the temperature distribution is rather limited [6-8]. 
Recently, Bejan and Tien [9] developed an approximate 
analytical solution of the flow and heat transfer in a shallow 
porous cavity with vertical permeable walls subjected to an 
end-to-end temperature difference. The validity of this ap
proximate model, particularly concerning its treatment of 
permeable boundaries needs further examination. 

In the present work, the asymptotic solutions for a shallow 
cavity along with the numerical and experimental results are 
presented for the problem originally considered by Bejan and 
Tien [9], for an aspect ratio of 3.17 and Rayleigh numbers up 
to 120. The physical model, Fig. 1, consists of a two-
dimensional cavity filled with a saturated porous medium. 
One vertical side of the cavity is maintained at a constant 
temperature, Th, while the other end is open to a fluid tank at 
a constant but lower temperature Tc (Tc < Th); the 
horizontal walls are assumed to be insulated. Of specific 
interest in this investigation are the temperature distribution 
in the cavity and the heat transfer from the hot side to the 
tank. 

Formulation of the Mathematical Problem 

The model configuration and the coordinate system (x,y) 
are shown in Fig. 1. The flow is assumed to be steady and two-
dimensional. The horizontal walls of length, /, are insulated. 
The impermeable endwall is held at a fixed temperature, Th, 
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while the other end of the porous cavity is connected to a 
constant temperature tank. The cavity height is h, and the 
tank temperature is kept at Tc (Tc < Th). The impermeable 
walls allow no mass flux through the boundaries, while the 
permeable wall is assumed to be maintained at hydrostatic 
pressure. The dimensionless form of the governing equations 

du/dx+dv/dy = 0 

u= -dp/dx 

v=-dp/dy + RT 

(1) 

(2) 

(3) 

dT dT 
M — \-V-

d2T 
• + • 

d2T 

dy2 (4) 

(5) 

(6a) 

(,6b) 

(6c) 

dx dy dx2 

u = d\p/dy v=— d\///dx 

with the conditions 

p = o, r = 0 on x = 0 

u = 0, T = I on x = L 

v = 0, dT/dy = 0 on y = 0,1 

Here, u and v are the dimensionless horizontal and vertical 
components of the Darcy's velocity vector, \p is the steam 
function, T = (T' - Tc)/(Th - Tc), where V is the 
dimensional temperature, p = \p' - pc + pchg(y -
l/2)]/(/ia//c) where/?' is the dimensional pressure, andpc. is 
the mean pressure of the open side of the cavity, R = 
(gPhKAT)/ua is the Rayleigh number based on permeability, 

v = O, dT/dy =0 

T=0 
p = 0 

POROUS MEDIUM 

y.vA 

T = l 

u =0 

0 x,u v =0, dT /dy =0 L 

Fig. 1 Schematic ot two-dimensional horizontal cavity 
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and L = l/h is the length-to-height aspect ratio. Lengths have 
been scaled by h, velocities by a/h, v is the fluid kinematic 
viscosity, K the permeability, ft the coefficient of volume 
expansion, g the gravitational acceleration, a the effective 
thermal diffusivity and AT = Th - Tc. Darcy's law and the 
Boussinesq approximation have been invoked. The dimen-
sionless heat transfer is characterized by the Nusselt number 
defined by 

N = L\ (dT/dx-uT)dy (7) 

Asymptotic Solution for L — oo 

For a long cavity with fixed R, the problem can be solved by 
matched asymptotic expansions, and a treatment similar to 
that used by Walker and Homsy [2] can be employed. As the 
length of the cavity increases for a fixed R the resistance 
forces in the core become more important for establishing the 
flow structure. In this limit the core flow is driven mainly by 
the horizontal temperature gradient, the streamlines in the 
core are parallel to the horizontal walls, and the temperature 
profiles in the core are self-similar. By setting v = 0 in 
equations (1) to (4), the core solution can be obtained as [2, 9] 

vo=0 (8) 

u0 = CR(l/2-y)/L (9) 

p0 = CR(y-\/2)x/L + C2R{y*/\2-yA/24)/L2 +Dy+E (10) 

r 0 = Cx/L+Z> + C 2 R0 2 /4- .V 3 /6) /L 2 (11) 

The constant E can be eliminated in favor of C and D, by 
noting that 

pdy = 0: 

E=-D/2-C2R/S0L2 (12) 

Thus, the solutions in the core are given in terms of the two 
unknown constants of integration, C and D. From equation 
(11), it is clear that the constant C is the core temperature 
gradient. Substituting equations (9) and (11) into the Nusselt-
number definition, equation (7), and integrating yields 

N = C(1+R2C2/120L2) (13) 

Therefore, having the expression for C, the Nusselt number 
can be evaluated. 

The core solutions (8-11) are not uniformly valid and they 

break down near the end walls where the flow should either 
turn or submit to the connected reservoir (tank) condition. 
The details of the end-region flows, together with the 
matching of them with the core flow, will determine the 
unknown constants, C and D. 

The solution procedure for the impermeable end region is 
similar to that in [2]. However, due to the asymmetry of the 
flow, the condition 7(1/2, 1/2) = 1/2 cannot be used, and 
matching with the solutions valid in the permeable end region 
must be considered. The treatment for the permeable end 
region is the same as that given by Haajizadeh [10]. Finding 
the end-region solutions and matching with the solution in the 
core, one can find C and D as follows: 

C = 1 - 2 3 S R 2 / T T 7 L 3 + 0 ( 1 / Z , 4 ) (14) 

D=-R/24L2+8SR2/TT1L3+0(\/L4) (15) 

where S is formally obtained as 

£(2«+D-

but for all practical purposes, it can be taken as one. 
Substituting for Cinto equation (13), an expression for the 

Nusselt number can be obtained as 

N - + -Zr-(l5-?z)+0<" i4> (16) 

By comparing equation (16) with the results given in [2, 10], it 
is seen that to 0(1/L3) as L — oo with fixed R, each permeable 
end increases the Nusselt number by 7R2 /7r7L3. 

Numerical Procedure 

To obtain the numerical solution to the equations (1) to 
(16), a finite difference system was used. The numerical code 
used for solving the present problem was a modified version 
of the existing code used for solving the problem with 
pressure-specified boundary conditions. Eliminating the 
velocity components from equations (2) and (3), results in a 
Poisson equation for pressure as 

d2p/dx2 + d2p/dy2=RdT/dy (17) 

The finite difference form of the foregoing equation, along 
with the energy equation and the boundary conditions, were 
solved by successive-relaxation method. The computation was 
achieved by a CDC-7600 computer. The power-law difference 

N o m e n c l a t u r e 

C = horizontal temperature T,„ 
gradient 

D,E = constants u,v 
g = gravitational acceleration 
h = height w 
k = effective thermal conductivity x,y 
I = length 

L = aspect ratio, L = l/h a 
n = dummy index /3 

N = Nusselt number 
p — dimensionless pressure AT 

pc - cold-side mean pressure 
q = axial heat transfer rate e 
R = Rayleigh number, R = 

g(3hKAT/va 8 
S = constant 
T = dimensionless temperature, T K 

= ( r - TC)/(T„ - Tc) n 
Tc = cold-side temperature v 

hot-side temperature 
mean temperature, Tm = (Th 

+ Tc)/2 
dimensionless horizontal and 
vertical velocities 
width in z-direction 
horizontal and vertical 
distances 
effective thermal diffusivity 
thermal expansion coefficient 
of the fluid 
temperature difference, AT = 
Th - Tc 

criterion for numerical 
convergence 
dimensionless temperature, 
equation (20) 
permeability 
absolute viscosity 
kinematic viscosity 

P = 

* = 

fluid density 
fluid density at Tc 

criterion for numerical 
convergence 
any dimensionless variable, u, 
v,p, or T 
dimensionless stream func
tion, 

i/=\ u dy 

Subscripts 
c = pertaining to the cold side 
h = pertaining to the hot side 

m = mean 
max = maximum 

o = pertaining to the core region 

Superscripts 
' = dimensional quantities 
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scheme [11] was incorporated along with a variable grid size. 
Although somewhat slower than the scheme with the stream 
function as the dependent variable, the present scheme has 
proved to be satisfactory. 

The T, p, u, v fields were advanced iteratively one at a time 
until final convergence. The convergence criteria for all field 
variables were 

I 'Anew- ' / ' o ld lmax^E 

lN n e w -N o l d l<(7 (18) 

where <t> stands for any of the field variables and max denotes 
the maximum value over all the grid points. The values for e 
and irwere taken to be 10~4 and 10 ~4. A check was also made 
of the overall energy for mass balances for the cavity; for all 
runs these balances were satisfied within 2 percent. Stream 
function values were calculated from the converged field. The 
accuracy of the scheme was also checked by decreasing the 
grid spacing and observing the change in the value of the 
Nusselt number. 

For faster convergence, the energy equation was 
overrelaxed while the pressure equation was underrelaxed.The 
relaxation parameters for T and p were taken to be 1.1 and 
0.9, respectively. Moreover, after each iteration the pressures 
are corrected in order to satisfy the zero net pressure con
dition, 

f pdy = 0. 
Jo 

For all runs, a nonuniform grid of 41 x 21 points yielded 
sufficiently accurate results. 

Since the pressure derivatives were prescribed on three 
boundaries, the convergence was slow and a run with R = 64 
and a nonuniform grid of 81 X 51 points took 4000 iterations 
to converge and 200 computing seconds on CDC-7600 
computer. 

It should be noted that, although the power-law scheme is 
stable for a single equation like equation (4), the overall 
numerical iteration may not converge due to the coupling 
existing between the different equations. 

Experimental Apparatus 

The experimental setup constructed for this study, Fig. 2, 
consisted of a cavity, a tank, a heated copper plate, a cooling 
coil, a power supply system, and a temperature measurement 
system. The rectangular cavity is 9.53-cm deep, 30.16-cm 
long, and 30.48-cm wide. It was made of 1.27-cm-thick 
plexiglass sheet, and the heated surface was mounted on one 
of the vertical sides of the cavity. The top of the cavity was 
made of removable lid for inserting the glass beads inside the 
cavity. The saturating fluid was filtered tap water; the porous 

matrix which filled the cavity was composed of glass beads of 
approximately spherical shape (80 percent round by round-
ometer) and an average diameter of 2 mm (2.36-1.7 mm sieve 
opening) manufactured from lead-free, soda-lime silica glass. 
The permeability of the beads was experimentally determined 
to be 1.165 x 10"9 m2 ± 5 percent. This was determined by 
running water at known constant rates through a packed bed 
of glass beads and measuring the corresponding steady-state 
pressure drops across the bed. The stagnant thermal con
ductivity of the glass beads saturated with water was 
measured to be k = 0.95 W/mK ± 7 percent. The same 
porosity was used in the experiment and the above 
measurements; therefore, the experimental permeability and 
the effective thermal conductivity used in calculations should 
be close to the measured values. To prevent falling of the glass 
beads into the tank a 30-mesh (0.3-mm wire) screen was 
mounted at the open side of the cavity. The heating plate, 
40.64-cm long and 20.32-cm wide, was made of 1.27-cm-thick 
copper. There were five thermocouples located at 0.79 mm 
from the heating surface in contact with the glass beads. The 
copper plate was heated by two independent 175W mica strip 
heaters 0.48-cm thick, 30.48-cm long, and 2.54-cm wide. To 
ensure isothermal condition of the copper plate, power inputs 
to the heaters were controlled separately and the input power 
to each heater was measured by ammeter and voltmeter. Thus 
a uniform temperature surface was produced to ± 0.3°C for 
all of the reported experimental results. The rectangular tank 
is 60.96-cm deep, 76.2-cm long, and 60.96-cm wide and was 
made of 1.27-cm-thick plexiglass sheet. In order to attain a 
steady-state condition, a copper tube heat exchanger was 
placed inside the tank. 

The experimental temperature profiles inside the porous 
cavity were found by using over one hundred thermocouples 
made of 0.254-mm (0.01-in.) copper-constantan wire. The 
thermocouple network was arranged in a cartridge form 
consisting of two 1.27-cm-thick parallel vertical walls con
nected by a 0.64-cm-thick plexiglass sheet. The thermocouples 
were mounted horizontally through holes drilled into the two 
opposing cartridge walls so they were placed horizontally 
inside the glass beads in parallel with the heated surface. The 
cartridge was then placed inside the cavity. All the ther
mocouple wires had Teflon coating for electrical insulations. 
To check the two-dimensionality of the flow field, six ther
mocouples were used in the lateral direction. Experimental 
results show that the temperature in the lateral direction is 
uniform to ± 0.3 °C. A digital thermometer was used to read 
the temperature directly from the voltage outputs of the 
thermocouples. 

After steady-state conditions had been achieved and the 
temperature of the copper plate had become constant with ± 
0.5°C, the power inputs to the heaters -and the outputs of the 
thermocouples were recorded. To check the consistency of the 
measurements a few data points were repeated. 

Results and Discussion 

In this section, the experimental results are presented and 
compared with those predicted by the theoretical model based 
on constant properties. The Rayleigh number is defined based 
on the maximum temperature difference encountered in the 
cavity {Th - Tc) where T,, is the copper plate temperature and 
Tc is the temperature measured at the starting corner (x = 0, y 
= 0) where the flow enters the cavity. The properties of the 
medium were evaluated at the mean temperature Tm = (Th + 
Tc)/2. 

Typical temperature data plotted in terms of dimensionless 
temperature T versus dimensionless distance x at different 
depths are shown on Fig. 3, for R = 30 and 64; the solid lines 
are the numerically predicted results. These figures show that 
in the central part of the cavity the temperature distribution at 
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Fig. 3 Horizontal temperature profiles at different depths: (a) Ft = 30 
and (b) Ft = 64 

different depths are linear and parallel in agreement with the 
theoretical results, with deviation from this structure near the 
vertical boundaries where the flow should turn (hot wall) or 
submit to the reservoir condition. The deviation of the 
measured from the numerically predicted values is within 8 
percent. Although the dependence of viscosity and other fluid 
properties on temperature and uncertainties with regard to the 
exact values of the thermal conductivity and permeability are 
partly responsible for this deviation, the major contributing 
factor is the thermal conductivity dependence on temperature, 
since the main driving mechanism for the flow is the initial 
conduction profile. The thermal conductivity of glass 
decreases with increasing temperature; therefore, the tem
perature gradient in the hot-end region becomes higher to 
maintain the total heat transfer constant. This sharper 
gradient causes the flow to move faster and consequently the 
apparent Rayleigh number for the flow entering the hot-end 
region is higher than the defined Rayleigh number based on 
constant properties. The dashed line in Fig. 3(a) is the 
numerically predicted temperature distribution at y — 0 for R 
= 43. As it can be seen, this prediction based on the higher 
Rayleigh number agrees better with the experimental results 
for R = 30, based on the mean temperature. This fact is also 
clear from Fig. 4 which shows the isotherms for R = 64. The 
solid lines are the experimental results, while the dashed lines 
are numerically predicted isotherms. Because the initial 
conduction profile is nonlinear and has steeper gradient near 
the hot wall, all the experimental isotherms shift towards the 
hot wall. On the other hand, nonuniform shifting of the 
isotherms may be attributed to the dependence of other 
properties (besides k) on temperature and the uncertainty with 
regard to the experimental value of the Rayleigh number. In 
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Fig. 4 Plot of isotherms for R = 64; experimental; • • • numerical. 
Isotherms are equally spaced between zero on the left and one on the 
right boundary. 
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Fig. 5 Nondimensional average core temperature gradient versus the 
Rayleigh number 

the central region of the cavity, however, the isotherms are 
almost parallel and uniformly spaced, in concordance with 
the theoretical results. The agreement between the 
numerically predicted isotherms and those experimentally 
measured is better for the hot stream which flows along the 
negative horizontal direction. 

Comparing Figs. 3(a) and 3(b), it can be seen that in
creasing the Rayleigh number results in lower temperature 
gradients in the core region indicating the relative importance 
of the convective heat transfer compared to the heat transfer 
by conduction. 

The temperature at the open end of the cavity is fairly 
constant, except for the very top where the flow leaves the 
cavity at relatively higher velocities. (The vertical conduction 
through the screen helps to make the open-end temperature 
distribution uniform; however, the experimental data indicate 
that the screen does not disturb the cavity temperature 
distribution significantly.) In this region, due to the higher 
convective rates, the tank condition cannot effectively diffuse 
into the cavity; consequently, the flow does not submit to the 
tank temperature. However, the discharged flow from the 
cavity rise like a plume inside the tank and creates a thin 
boundary layer across which the temperature drops from the 
temperature of the discharged flow at the opening to that of 
the tank. Thus, for the theoretical solutions of this type of 
problems constant temperature (and hydrostatic pressure) at 
the open boundaries yields reasonable results, although in 
principle the tank and the cavity flows are coupled. 

For cross sections where the temperature lines were parallel, 
value of the core temperature gradient, C, was determined by 
averaging all the nine gradients involved. Figure 5 shows the 
plot of the average core temperature gradient found from 
experimental data by the foregoing method, along with the 
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Fig. 7 Numerically predicted isotherms. Isotherms are equally spaced 
between zero on the left and one on the right boundary: (a) R = 5 and (b) 
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Fig. 8 Numerically predicted steamlines: (a) R = 5; A = 0.04, S = 
0.08, C = 0.12, D = 0.16, and (b) R = 64; 4 = 0.63, B = 1.26, C = 1.87, 
D = 2.49 
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asymptotic (solid line) and numerical results; the dashed line 
in the figure shows the reported approximate analytical 
solution [9]. From the preceding asymptotic solution, it is 
clear that for a shallow cavity the core temperature gradient 
plays an important role. Having the core temperature 
gradient, one can find the total heat transfer through the 
cavity and the velocity and the temperature distribution in the 
core. Figure 5 indicates that even for this small aspect ratio (L 
= 3.17) the asymptotic theory result for R 5 20 is in good 
agreement with the numerical and experimental results. The 
Bejan-Tien results [9] concur with the experimental results in 
the range considered here. Increasing the Rayleigh number 
results in lower temperature gradients in the core region, and 
as the Rayleigh number tends towards infinity the core 
temperature gradient approaches zero. In this limit the heat 
transfer between the plate and the tank is dominated by 
convection while the conduction heat transfer is confined in 
thin regions near the vertical boundaries. 

Equation (11) can be rewritten as 

8 = 3y2-2yi-l/2 (19) 

where 

d=(l2L2/C2K)[T(x,y)-T(x,l/2)] (20) 

Figure 6 shows the plots of the quantity 6 for different 
Rayleigh numbers at different horizontal locations. The 
experimental points were obtained by inserting the ex
perimental data in the right-hand side of equation (20); 
equation (19) is indicated by the solid line. The experimental 
results agree fairly well with the theoretical curve. The 
numerical solutions based on the average core temperature 
gradient lie on the solid line for the range considered, i.e., up 
to R = 64. It is conjectured that the deviation is partly due to 
the variable properties of the medium, conduction through 
the walls, and the experimental errors (the accuracy in ex
perimental R being within 12 percent). 

Figures 7 and 8 present numerically calculated isotherms 
and streamlines for two different values of the Rayleigh 
number R = 5 and 64. For R = 5, the dependence of the 
vertical temperature profiles on the vertical position, y, is 
insignificant. The constant temperature gradient induces a 
parallel flow in the core region with a weak intensity, which 
almost does not disturb the conduction temperature 
distribution. Consequently, the parallel counterflow in the 
core extends all the way to the open end of the cavity and flow 
recirculates only near the impermeable wall. On the other 
hand, for R = 64, due to the higher driving force (higher R) 
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Fig, 10 Variation of the Nusselt number with the Rayleigh number 

the induced flow has higher intensity and perturbs the con
duction temperature distribution remarkably, Fig. 7(d). In 
this case, due to the compression of isotherms in the discharge 
area of the cavity, the outgoing flow accelerates and creates a 
reverse flow at the open end region. As the Rayleigh number 
increases, the reverse flow penetrates further into the central 
part of the cavity, while the recirculation at the hot wall is 
confined in a smaller region near the hotwall. Figure 8(6) 
shows that for R = 64, three-tenths of the flow streamlines 
reverse and do not penetrate significantly into the cavity; 
while for R = 5, all of the recharged flow streamlines 
recirculate only in the hot-end region. 

In Fig. 9, numerically calculated and analytically predicted 
horizontal velcoity distributions at the vertical centerline of 
the cavity are compared. For R = 13, the asymptotic theory 
(solid line) agrees well with the numerical results; the Bejan-
Tien results [9] also lie on the solid line. For R = 64, the 
numerically predicted velocity profile validates the ap
proximate solutions indicated by the dashed line [9]. 

Heat Transfer Results. The net heat transfer between the 
hot wall and the tank through the horizontal cavity is 
presented in Fig. 10. The Nusselt number in terms of the 
overall heat transfer is 

N = 
khw(AT/l) 

(21) 

where q is the net heat transfer rate and w is the cavity width. 
The net heat transfer rate, q, is equal to the power input into 
the heaters minus a correction attributed to the heat loss. To 
quantify this correction, a separate experiment was con
ducted. For this experiment, the water was drained, so the 
inside of the cavity was insulated by the glass beads-air 
mixture; therefore, the heat input to the heaters was almost 
totally lost to the ambient. The heat input was then correlated 
with the copper plate-ambient temperature difference. Thus, 
an estimate of the heat loss by approximating the heat loss 
encountered during the main experiments with the correlation 
obtained from the auxiliary ones was acquired, and the 
Nusselt number was evaluated by using equation (21). 

The figure shows the experimental heat transfer results 
along with the theoretical predictions. From the experimental 
average core temperature gradient, C, and equation (13), one 
can also estimate the Nusselt number; the values evaluated by 
this method are also shown in Fig. 10. 

The asymptotic results predict the heat transfer for R S 

20. For higher values of R, however, higher order corrections 
become important and equation (16) becomes less accurate, 
while in the range covered in the present study, the numerical 
predictions and the approximate analytical results [9] are in 
accord with the experimental data. The small discrepancies 
between the two aforementioned experimental Nusselt 
numbers for higher values of R may be attributed partly to the 
deviation from the parallel flow structure in the core region. 
Moreover, the hump in the experimental data in the vicinity of 
R — 20 is due to the possible fluctuations of the ambient 
temperature for these data points. 

Mention is made here also of the theoretical work of Bejan 
[12] in which the lateral penetration of natural convection into 
a horizontal porous layer was studied. However, the bound
ary conditions and the driving mechanism in [12] is totally 
different from those in the present work. For example, in that 
paper the axial conduction was neglected (R > > 1), while 
here it is the main driving mechanism for the flow. 

Conclusions 

The following conclusions can be drawn from the results 
obtained in the present study: 

1 The asymptotic results for L = 3.17, calculated up to 
0(1 /IJ), are valid for R 5 20; at higher Rayleigh numbers, 
higher order corrections become important. 

2 The numerical heat transfer results confirm the validity 
of the approximate solutions of Bejan and Tien [9]. The 
numerical solutions do indicate, however, that a reverse flow 
appears at the permeable end region and penetrates further 
into the cavity as the Rayleigh number increases, a 
phenomenon not accounted for in the approximate theory. 

3 The numerical temperature distributions based on the 
constant properties agree well with the experimental data, 
indicating the suitability of the constant temperature and 
hydrostatic pressure assumptions at the permeable endwall, in 
spite of the coupling existing between the cavity flow and the 
flow inside the tank. 
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Experimental Comparison of Heat 
Transfer Data With Flow 
Visualization on a Flat Surface in 
an Air Fluidized Bed 
A new experimental technique is introduced which facilitates visualization of the 
fluid flow phenomena occurring on a small surface immersed in an air fluidized 
bed. The flow visualization was correlated qualitatively with heat transfer data 
from the surface. Heat transfer coefficients versus air velocity curves were obtained 
and found to be strongly dependent on the angle of inclination of the surface 
relative to the airflow direction. Flow visualization has facilitated the identification 
of three mechanisms of heat transfer to a surface as a function of the angle of in
clination and the airflow velocity. These include, conduction through a stationary 
layer of particles, convection through a flow of solid particles, and heat transfer by 
sequential contact with voids and a well mixed conglomerate of solid particles. 

Introduction 

A gas-solid fluidized bed contains a bed of particulate 
matter through which a gas (air) is passed. The vigorous 
mixing of particles in a fluidized bed yields good heat transfer 
[1, 2]. This has promoted the use of fluidized beds in heat 
exchanger technology. In heat exchangers, energy is trans
ferred via surfaces (tubes, finnes). An understanding of the 
heat transfer mechanism between a surface immersed in the 
fluidized bed and the fluidized bed is of interest for the proper 
design of a heat exchanger. 

Numerous analytical and experimental studies have been 
carried out to determine the heat transfer to a surface im
mersed in a fluidized bed [1-13]. Extensive experimental data 
have been gathered for the variation of heat transfer with 
respect to air flow velocity. The data have been obtained for 
surfaces that are parallel to the direction of the inlet air flow. 
Typical curves for heat transfer versus air flow velocity have 
been developed [1,2], It has been shown that the heat transfer 
is different in the four different fluidization regimes, i.e., 
fixed bed, incipient fluidization, bubbling bed, and slugging 
flow. The region of low air velocity corresponding to the fixed 
bed regime is characterized by low heat transfer coefficients. 
The incipient fluidization regime is characterized by a gradual 
increase in the heat transfer coefficients with maximal heat 
transfer occurring in the bubbling regime. Empirical 
correlations for the "maximal" heat transfer coefficient on 
surfaces that are parallel to the direction of the air flow are 
listed [6, 12]. The slugging regime is accompanied by a 
decrease in the heat transfer coefficient. 

Measurements for the heat transfer to or from a tube 
immersed in a fluidized bed were reported in [14-17]. The 
observed variation of the local heat transfer coefficients along 
the circumference of the tube surface as well as the observed 
variation of the overall heat transfer coefficient from a tube 
as a function of the orientation with respect to the direction of 
the air flow is of specific interest to this work [14, 17]. A study 
on the variation of heat transfer with respect to the orien
tation of a flat plate immersed in a fluidized bed could 
promote the understanding of the basic heat transfer 
mechanisms which occur along the circumference of tubes, in 
tubes at different orientations and in finned tubes. 

However, only limited studies have been performed for 
such a configuration. For example, Fillipovsky and Baskakov 
[18] have measured the heat transfer from a large flat plate 
immersed in a fluidized bed as a function of the orientation of 
the plate relative to the direction of the bulk air flow. The 
plate used in their experiment is very large and is effectively 
the exterior wall of a fluidized bed. They report a large 
variation of the heat transfer coefficient as a function of 
orientation and indicate that the maximal heat transfer 
coefficient was observed for a plate at an angle of inclination 
toward the flow and not for surfaces parallel to the flow. 
Similar results were reported in a recent work by Kellogg, 
Rubinsky, and Greif [19], for a small flat plate immersed in a 
fluidized bed. 

Various models have been proposed for the mechanism of 
heat transfer to a surface in a fluidized bed. These include the 
"packet model" first proposed by Mickley and Fairbanks 
[20]. This assumes that energy is carried from a surface to the 
bulk of the bed by means of "packet elements" consisting of 
groups of particles with interstitial gas. In another model, the 
"particle model," it is assumed that the energy is transferred 
from the surface to the bed by means of individual particles. 
The "particle model" was developed first by Gabor [21, 22] 
and Botterill and Williams [2]. 
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Fig. 1 Schematic of the heat transfer probe 
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A difficult task in the study of the heat transfer from an 
immersed surface is establishing a model for the transfer 
mechanism. The various models previously cited and the 
experimental data illustrate the need for a better un
derstanding of the complex fluid flow phenomena near the 
immersed surface. 

The purpose of this work is to introduce an experimental 
technique which facilitates observation of the phenomena 
occurring near an immersed surface and to investigate by 
means of this method the effect of the inclination angle of a 
surface immersed in a fluidized bed on the heat transfer. The 
results of this study should be useful to the qualitative un
derstanding of the heat transfer mechanism and for future 
model development studies. 

The experimental work employs a flow visualization 
technique which has been reported previously to visualize 
bubbles in a fluidized bed [2]. The application of this 
technique to observe phenomena near a surface immersed in a 
fluidized bed has not been reported previously. 

Experimental System 

The experimental apparatus consisted of a plexiglas 
chamber of rectangular cross section, 3.5 cm x 22.9 cm that 
was 83.2-cm high. Since the fluidized bed was constructed of 
transparent plexiglas, it was possible to observe the bubbling 
action, bulk particle motion, and the expansion of the 
fluidized bed. At the bottom of the chamber, a 40-/tm pore dia 
stainless steel plate was used as the air distributor. Below the 
plate was a rectangular shaped air phenum of the same cross 
section as the fluidized bed chamber through which air was 
introduced in the fluidized bed. This plenum was filled with 
steel wool to ensure even air distribution. The fluidization gas 
used was compressed air available from a central compressor 
at 100 psia. The air was filtered by water and oil filters. 

A schematic diagram of the heat transfer probe is shown in 
Fig. 1. The probe was constructed by mounting a flat 
"Minco" electrical resistance "thermo-foil" heater (165 
ohms) between a thin aluminum plate (0.17 cm x 3.5 cm x 
6.6 cm), and a layer of phenolic laminate (0.33 cm x 3.5 x 
6.6 cm). The effective heat transfer areas were the 3.5 cm x 
6.6 cm surfaces on both aluminum and phenolic laminate 
sides. The thermal resistances of the aluminum and phenolic 
were 6.5 x 10"6 m2 K/W, and 0.021 m2 K/W, respectively. 
The aluminum plate provided a uniform surface temperature. 
The temperature was shown to be uniform by two 0.25 mil, 
copper-constantan thermocouples. The thermocouples were 
positioned along the long axis of symmetry of the heat 
transfer surface (6.6 cm) each at a distance of 1 cm above and 
below the center of the surface. The lead wires were internal 
between the plates, and high thermal conductivity epoxy was 
used to assemble the plates. 

The probe was positioned in the fluidized bed by two 1-mm 
dia pins which protruded from the long (20.3 cm x 83.2 cm) 
wall of the chamber and served as the axis of rotation for the 

probe. The flat heat transfer surface of the probe (3.5 cm x 
6.5 cm) was perpendicular to the long 20.3 cm x 83.2 cm 
walls of the fluidized bed chamber. Thin rubber strips were 
glued to the narrow side of the probe. The probe assembly 
was compressed between the long side walls of the fluidized 
bed to prevent particles from flowing between the narrow side 
of the probe and the wall. The probe was positioned in the 
center of the fluidized bed, its axis of rotation at a height of 
15.5 cm from the porous plate. 

The particles used in the fluidized bed were Ottawa fine 
white sand, which is composed primarily of quartz. This sand 
had a solid density of 2720 kg/m3. The particle sizes ranged 
between 0.09 mm and 0.28 mm. An average particle diameter 
of 0.182 mm was calculated by the following formula 
recommended by Botterill [5] 

<?, = [£,(*/«/„),•]"« (1) 
The particle size is typical of Geldart Group "B" size 

powders [6, 12]. For this particle size the particle convective 
component is presumably the dominant mode of heat transfer 
[2]. 

Experimental Procedure 

Experiments were conducted to determine the heat transfer 
coefficients from the flat surface immersed in the fluidized 
bed and to visualize the flow modes near the immersed sur
face. The probe angle, air flow rate, and probe heat flux were 
varied throughout the experiment. The heat flux was not 
varied consistently throughout the experiment, but only to 
maintain the probe temperature between 50°C to 70°C. The 
bulk bed temperature was 20°C. For this temperature range 
the radiative heat transfer component is presumably negligible 
[2]. 

Throughout the experiment the unfluidized height of the 
sand particles and the height of the probe axis were held 
constant at 30 cm and 15.5 cm, respectively. Since the heat 
transfer coefficients were expected to vary greatly with angle, 
measurements were made on surfaces at an angle, 6, of 0, 30, 
60, 75, 82.5, 90, 97.5, 105, 120, 150, and 180 deg. The reason 
for concentrating in the region of 60-120 deg is that the 
maximal heat transfer was shown to occur in this region by 
Baskakov and Fillipovski [18] and Kellogg et al. [19]. The 
angle, 6, is defined to be the angle between the air flow 
direction and the normal to the surface (see Fig. 1). An angle 
of 0 deg corresponds to the surface facing up, and an angle of 
180 deg corresponds to the surface facing down. It should be 
noted that for a surface facing the flow, the angle is always 
greater than 90 deg; for a surface away from the flow the 
angle is less than 90 deg. 

At each probe angle, five constant air flow rates were used. 
The flow velocities were 0.0705, 0.1046, 0.1389, 0.1816, and 
0.2244 m/s. The lower velocities correspond to incipient 
fluidization, while the higher velocities correspond to bub-
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Fig. 2 Heat transfer coefficients versus probe angle 

bling fluidization as evaluated using empirical correlations for 
the sand particle size in this experiment [2]. 

The thermocouple on the probe, in the absence of heating, 
provided the temperature in the fluidized bed, Tb. A 
predetermined heat flux, q, was applied to the heating 
element, and the thermocouple output for the aluminum plate 
at the angles dx and d2 = Tr-d\ was recorded. Each heating 
experiment lasted only several minutes, and the temperature 
of the fluidized bed was measured before and after the heating 
to confirm that the bulk temperature of the fluidized bed was 
not changed. 

Since the probe has an asymmetric construction with 
respect to the Minco heating element, an energy balance at 
each of the two supplementary angles yields the set of 
simultaneous equations (2) and (3). 

Qe\ = 

Qn = 

\/he\+RL \/ho2+RAL 

Tsi - Tb2 Ts2 — Tb2 

(2) 

(3) 
\/hn+RL l/hn+RM, 

The solutions to equations (2) and (3) yield the heat transfer 
coefficients at the angles 0t and 92. This method has the 
advantage that it does not require the insulation of one side of 
the probe while making heat transfer measurements from the 
other. It is important to realize that the heat flux from both 
sides of the plate (the phenolic laminate side and the 
aluminum side) are considered in equations (2) and (3). 
Therefore, an uninsulated thin probe can be used in these 
measurements to minimize the disturbing effects of the probe 
thickness on the flow. 

Throughout the experiment, photographs were taken of the 
bubble formations surrounding the probe. A 3200 K 
photographic strobe was placed behind the large rear wall of 
the fluidized bed. The camera was placed facing the large 
front wall of the fluidized bed. Therefore, the narrow edges of 
the probe faced the camera lens and the strobe. Still 
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Fig. 3 Heat transfer coefficients versus air flow velocity 

photographs were taken with a Nikon F2 35 mm single lens 
reflex camera, equipped with a f/3.5, 135 mm lens, at an 
aperture setting of f/4.0 and a shutter speed of 1/60 s. A 
Nikon auto-winder was used, allowing pictures to be taken at 
a rate of approximately three per second. Kodak Tri-X black 
and white film was used at a speed of 400 ASA. The strobe 
was synchronized with the camera shutter and was the only 
source of light. 

During normal fluidized bed operation, typical pictures 
(Figs. 4-7) were taken at random, so as not to bias the results. 
When the bed was unfluidized, the photographic strobe was 
set off, and it was observed that no light could pass through 
the test section. Consequently, when the fluidized bed was in 
operation, light could pass through the regions of lower 
particle density ("bubbles," voids) and be observed from the 
front of the fluidized bed. Typical pictures show bright 
regions surrounded by darker regions. The bright areas 
represent "bubbles" or voids; the dark areas represent 
fluidized particles, and the thin black line represents an edge 
view of the heat transfer probe. 

Experimental Results and Discussion 

Heat transfer measurements were made at several different 
probe angles and five different air flow velocities. 
Photographs were taken at each probe angle and air velocity 
to aid in flow visualization. The photographs are used to 
explain and clarify the results presented graphically. 

In Fig. 2, the heat transfer coefficient is given as a function 
of the angle for five different air velocities. The angles have 
been identified in the schematic drawing of the probe in Fig. 
1. The values presented are a time-average over a period of 10 
min. At least three runs were performed at each condition. 
The experimental error based on instrument uncertainties was 
calculated to be 8 percent of the measured value. 

The results indicate that the maximal heat transfer occurs at 
an angle of 97.5 deg. This is in good agreement with the 
maximum value at 100 deg that was reported by Fillipovskii 
and Baskakow [18]. Experimental data from [19] for a probe 
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Flg.4 Sequence of photographs for a surface at 30 deg (150 deg)

angles of 0, 60, 90 deg (and their supplementary angles), when
the air velocity is 0.2244 mis, the same air velocity as that for
Figs. 4 and 5. Specific to this high air velocity and the bub
bling fluidization regime is the appearance of bubbles
throughout the whole fluidized bed. It is noticed that even at
this high air flow rate there are no visible bubbles on surfaces
at angles between 0 and 87.5 deg. It should be emphasized
that the surface, at angles larger than 90 deg, are exposed to

(a)

(b)

(e)

at an elevation of 15 cm in a much larger fluidized bed with a
cross section of 20.3 cm x 20.3 cm is also shown on Fig. 2.
The comparison indicates good agreement between the results
obtained in a wide bed [19] and the narrow bed used in this
work. It should, nevertheless, be emphasized that in [19] the
data was obtained for a fluidized bed which was 20-cm high,
whereas here the fluidized bed height is 30 cm.

In general, the curves exhibit low values of the heat transfer
coefficient at small angles (between 0 and 30 deg). This is
followed by an increase in the heat transfer coefficient to a
peak at 97.5 deg and then an almost linear decrease with the
increase in angle to 180 deg. Figure 2 indicates that the heat
transfer versus angle curve is strongly dependent on the air
flow velocity at certain angles, whereas at other angles it is
practically independent on the air velocity. This effect of the
air velocity has not been investigated in [19].

In Fig. 3, the heat transfer coefficients are shown as a
function of velocity for different angles. As indicated
previously the velocities employed in this experiment range
between the incipient fluidization velocities to bubbling
fluidization velocities. According to the technical literature [1,
2, 6], and as discussed in the introduction, the heat transfer
coefficients should increase dramatically in this velocity range
between the low values at incipient fluidization to the
maximal values in the bubbling regime. The results shown in
Fig. 3 indicate that the dependence of the heat transfer
coefficients on air flow velocities described in the literature [1,
2] is by no means universal but rather a function of the
surface angle of inclination.

For a surface at an angle between 0 to 30 deg, the heat
transfer coefficient is virtually independent on air flow even in
the bubbling fluidized bed regime. The air flow velocities, at
which an increase in the heat transfer coefficient with the
velocity is observed, decrease for larger angles. Thus, for a
surface at an angle of 60 deg, the heat tran'sfer coefficients
start to increase with velocity at an air velocity of 0.14 mis,
while at an angle of 75 deg, the heat transfer coefficient starts
to increase at an air velocity of 0.1 m/s. The heat transfer
versus velocity curve resembles the classical curve described in
[2, 5, 6] for surfaces at angles between 82.5 and 90 deg. For
angles larger than 90 deg, the heat transfer is a weaker func
tion of velocity. In general, the heat transfer decreases with an
increase in angle for angles larger than 97.5 deg.

Photographs which will be employed to present a tentative
explanation for the results of Figs. 2 and 3 are shown in Figs.
4 to 7. We start by introducing two sets of three pictures taken
at an interval of 0.37 s between each picture with an air
velocity of 0.2244 mls (the highest air velocity used in these
experiments). Figures 4(a) , 4(b), and 4(c) show the probe at an
angle e(as defined by Fig. 1) of 30 deg. (The surfaces of the
probe are at angles of 30 and 150 deg, respectively.) Figures
5(a), 5(b), and 5(c) show surfaces at angles of 75 deg (l05
deg). The direction of the air flow is up from the bottom of
the photographs.

Note that the surface facing the air flow is almost always
exposed to a bubble whereas the surface facing away from the
air stream is usually never exposed to bubbles.

The interaction between bubbles rising in the bed and the
probe surface is of interest. The sequences shown here
illustrate that as a bubble rises and interacts with the im
mersed probe, it slides upward along the immersed surface
facing the air stream. The bubble leaves and the bed particles
then return and again come in contact with the surface. Note
that the surface at 150 deg is almost always surrounded by
bubbles, whereas the surface at 105 deg (whose projection on
a plane perpendicular to the flow direction at 105 deg (whose
projection on a plane perpendicular to the flow direction is
much smaller than the 150 deg angle) is exposed much less to
the bubbles, therefore more to the bed particles. Figures 6(a),
6(b), and 6(c) show a surface immersed in a fluidized bed at
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(a)

(b)

(c)

(a)

(b)

(c)

Fig. 5 Sequence of photographs for a surface at 75 deg (115 deg)

intermediate iriteractioh\Vith'bubb]~sandt~e&nseregion of
particles. The frequency of the interaction with bubbles, as
well as the time a bubble resides near a. surface increased with
the increase in angle for angles larger than 90deg. Thus, the
situation depicted by Fig. 6(a), in which a bubble completely
surrounds the surface at 180 deg, is very common, whereas
the situation depicted by Fig. 6(c), in which a bubble rises in
the vicinity of a surface at 90 deg, does occur less frequently.

Journal of Heat Transfer

Flg.6 Photographs of surfaces at 0 deg (180 deg), 60 deg (120 deg)
and 90deg

Figures 7(a), 7(b), 7(c), 7(d)and 7(e) show a surface im
mersed in a fluidized bed at angles of 0, 30,60, 75, 90 deg
(and their supplementary angles}, when the air velocity is
0.0705 m/s. This velocity isthe lowest veloCity used in our
experimental work and is typical to incipient fluidization.
Very few bubbles ar visible under these experimental con
ditions inside the fluidized bed. The lack of bubbles is
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especially significant when compared to the bubbling regime
shown in Figs. 4-6. No bubbles are observed on surfaces
larger than 90 deg. Despite the lack of bubbles in the bulk of
the fluidized bed, bubbles were always evident on surfaces
facing the flow. The size of the bubble, as well as the period of
time a surface was surrounded by the bubble increased with
an increase in angle. Large voids were almost always visible
on the surface at 180 deg as shown by Fig. 7(a). .

(a)

The results of this study as shown by Figs. 2 and 3 and the
photographs 4 to 7 indicate that the heat transfer process
from a surface immersed in a fluidized bed is governed by
three different mechanisms as a function of the orientation of
the surface and the air flow velocity. A singular behavior
occurs for surfaces at 90 deg. i.e., on surfaces parallel to the
direction of the air flow. The heat transfer mechanism at that
angle is by no means universally characteristic to surfaces
immersed in a fluidized bed.

One mechanism of heat transfer typical to surfaces at in
clinations between 0 and 35 deg occurs at all air velocities (the
choice of the angle will be explained later). Figure 3 indicates
that the heat transfer at angles smaller than 30 deg is prac
tically independent of the air flow velocity. The values for the
heat transfer coefficients are low, typical of a packed bed. A
recent experiment done by the authors with the same ex
perimental system but using colored particles, shows that the
particles on the top of a surface at angles between 0 and 35
deg are indeed unfluidized. (The angle of 35 deg is known as
the "solid flow" angle for the discussed particles, i.e., the
angle at which particles will flow under gravitation.) The heat
transfer from surfaces at angles of inclination between 0 and
35 deg occurs, therefore, by conduction through a
conglomerate of stationary particles. This conglomerate,
which acts as an additional resistance to heat transfer from
the surface, causes a significant decrease in the heat transfer
and because of its dominant low value causes the heat transfer
to be independent of air velocity.

(b)

(c)

(d)

(e)
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Fig.7 Photographs of surfaces at various angles
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The second mechanism of the heat transfer is typical to 
angles between 35 and 90 deg. Photographs 4-7 indicate that 
surfaces at angles between 35 and 90 deg are practically never 
surrounded by bubbles. (We would like to emphasize again 
that these pictures were taken at random.) Experimental 
results show that even when a bubble interacts with the probe 
as shown in Figs. 5(a), 5(c), it splits in two parts with the 
larger part of the bubble rising preferentially on the surface 
facing the flow while the smaller part rises parallel to the 
direction of the flow. There is always a layer of dense particles 
between the surface at angles ranging from 35 to 90 deg and 
the bubble which rises parallel to the direction of the air flow. 
From the discussion above, it is evident that for surfaces at 
angles between 35 and 90 deg the only possible heat transfer is 
through the surrounding dense phase. It is well known that a 
fluidized bed in the "bubbling regime" is composed of two 
regions, a region of dense "floating particles" with the 
density of the fluidized bed in the "incipient fluidization 
regime" and regions of lower density referred to as bubbles 
[2]. Zenz [7] suggested that a mechanism by which bubbles 
rise to the surface of a fluidized bed is by solid flow into the 
bubble space from surrounding particles. The passage of a 
bubble causes, therefore, displacement of particles in its 
vicinity. The dense phase surrounding a surface at angles 
between 35 and 90 deg has probably the density of a fluidized 
bed in an "incipient fluidized regime." As bubbles rise near a 
surface, the particles in its vicinity are displaced. Thus, while 
on surfaces at inclination between 0 and 35 deg, the heat 
transfer is from the surface through a stationary layer of 
particles to the bulk of the fluidized bed; on surfaces at an 
inclination between 35 and 90 deg, the heat transfer is through 
a flowing dense phase of granular particles to the bulk of the 
fluidized bed. Figure 3 shows that the heat transfer in 
"bubbling" fluidized beds (air flow velocities of 0.2244 m/s, 
0.1816 m/s) rises dramatically at higher angles although it is 
independent on air flow velocity at angles between 0 and 30 
deg. Since photographs 4-7 indicate that the immersed 
surface is always surrounded by a dense conglomerate of 
particles, the enhancement in heat transfer is probably caused 
by convection through the flowing granular particles as 
bubbles rise in the vicinity of the surface. 

At low air flow velocities typical to the incipient 
fluidization regime the heat transfer is low for surfaces at 
inclinations of up to 75 deg. These results shown in Figs. 2 
and 3 indicate that the heat transfer is to a media which is 
effectively stationary. Photographs 7(a)-7(e) confirm this 
observation by showing that very few voids are visible in the 
fluidized bed at air velocities of 0.0705 m/s. The increase in 
heat transfer occurring at larger angles is caused probably by 
the particle displacement due to bubbles passing occassionally 
in the vicinity of the surface. 

The third mechanism of heat transfer observed in this work 
occurs near surfaces at an inclination between 90 deg (in
clusive) and 180 deg. Photographs 4-7 indicate that at these 
angles the surfaces are surrounded most of the time by 
bubbles. It is remarkable that there is almost always a bubble 
near the surface even when very few bubbles are visible in the 
bulk of the fluidized bed. Bubbles that rise from the bottom 
and interact with the probe will slide preferentially on the 
surfaces facing the air flow. Also, surfaces at angles between 
90 and 180 deg seem to generate or attract the bubbles. The 
size of bubbles increases with an increase in angle of in
clination and air flow rate. At large angles, i.e., close to 180 
deg the surface is surrounded by bubbles for a larger period in 
time than surfaces at smaller angles, i.e., 90 deg. 

Figures 4-7, along with the results of Fig. 3, suggest the 
following. Bubbles rising near an immersed surface have the 
effect of mixing the bed particles. Thus, they enhance the 
energy transfer from particles near the surface to the bulk of 
the fluidized bed. However, the heat transfer from a surface is 

probably reduced in the presence of bubbles. The heat 
transfer from the immersed surface occurs primarily when the 
bed particles are in contact with the surface. Thus, the heat 
transfer from the surface to the bulk of the fluidized bed may 
be envisioned as a two-step mechanism: (a) from the surface 
to the adjacent solid particles; and (b) by mixing to the bulk of 
the fluidized bed. The mechanism described here has some 
similarity with the "packed particle model" prevalent in the 
fluidized bed heat transfer literature [2, 5,6]. 

For example, an expression for the mean heat transfer 
coefficient was obtained in [23] from the "packed model" by 
considering the packet component and the bubble component 
of heat transfer 

2 . 1 
h = (,\ -/o) -j= <kepeca -j= +f0h0 (4) 

vir V/e' 
where 

/ ; = [E^/EVTJ2 (5) 

According to this model the heat transfer will increase with a 
decrease in the mean packet residence time and a decrease in 
the fraction of total time a surface is covered with bubbles. 
This expression agrees qualitatively with the results for the 
heat transfer coefficients shown in Fig. 2 and the visual 
observation presented in photographs 4-7. 

The maximal heat transfer coefficient observed at 97.5 deg 
is probably caused by the observed trend of bubbles to appear 
on surfaces facing the flow. Thus, while a surface at a 
singular point (angle) of 90 deg will encounter only bubbles 
generated at the bottom of the fluidized bed, a surface facing 
the air flow at 97.5 deg seems to generate (attract) more 
bubbles. This will reduce the average packet residence time 
for a surface at 97.5 deg as compared to that for a surface at 
90 deg increase the mixing of the particles, and according to 
equation (4), increase the heat transfer. In view of the studies 
in [14], [15], and in this work, it is not certain whether 97.5 
deg is the actual angle for a maximal heat transfer or it is 
sufficient to have any slight derivation from 90 deg to 
generate voids around an immersed surface and thus enhance 
the heat transfer. 

It is, however, evident from this work that the classical 
curves for heat transfer coefficients versus air flow velocities 
appearing in many texts [1, 2] are merely the description of 
the correlation for a surface at a specific inclination and by no 
means universal curves for all surfaces immersed in a 
fluidized bed. Furthermore, the results indicate the existence 
of several different mechanisms of heat transfer to an im
mersed surface. The strong effect of the inclination on the 
heat transfer versus air velocity curve also indicates that 
different tolerances in the inclination of an experimental 
surface taken to be parallel to the air flow could affect 
significantly the experimental results. 

Conclusions 

A new experimental technique has been applied to observe 
the phenomena occurring on a small surface immersed in a 
fluidized bed and to determine the heat transfer from that 
surface. Measurements were made at various angles of the 
surface relative to the direction of the air flow and at various 
air flow velocities. The observations indicate that the heat 
transfer from the immersed surface is governed by three 
different mechanisms as a function of the surface angle and 
air flow velocities. The heat transfer from surfaces at angles 
between 0 and 35 deg is by conduction through a stationary 
conglomerate of particles to the bulk of the fluidized bed. 
Minimal heat transfer coefficients were obtained at these 
angles. 

Heat transfer from surfaces at angles between 35 and 90 deg 
occurs by convection through a dense phase of particles which 
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flow across the surface and are at all times in contact with the 
surface. 

At angles between 90 (inclusive) and 180 deg, the surface is 
experiencing a discontinuous contact with air voids and the 
well-mixed, dense-phase region of particles. The heat transfer 
is enhanced by this phenomena. It was observed that bubbles 
slide preferentially on a surface inclined toward the flow. 
Maximal heat transfer was recorded on surfaces at an angle of 
97.5 deg. 
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Mixed Convection Heat Transfer in 
a Horizontal Open-Channel Flow 
With Uniform Bottom Heat Flux 
Flow visualization studies and heat transfer measurements have been made for 
water flow in an open channel which is uniformly heated from below. In addition, a 
two-dimensional boundary layer model, which includes a buoyancy term in the 
momentum equation and accounts for the effect of buoyancy on turbulence, has 
been used to predict the heat transfer measurements. Thermal boundary layer 
development involves an inlet region for which buoyancy effects are negligible, a 
transition region characterized by mixed convection, and a downstream region 
which is dominated by turbulent free convection. The regions are delineated in 
terms of the mixed convection parameter Grx/Re3J2, and heat transfer 
measurements are compared with existing forced, free, and mixed convection 
correlations. 

Introduction 
There is considerable interest in the effect which heating 

from below can have on hydrodynamic and thermal con
ditions in laminar, horizontal flows. The resulting buoyancy 
forces induce longitudinal vortex rolls, which constitute the 
first stage of transition to turbulence [1, 2]. The vortices are 
known to significantly enhance heat transfer in a mixed 
convection region, which separates the upstream laminar and 
downstream turbulent flows [3, 4]. Criteria for determining 
the onset of vortex instabilities have been established in terms 
of the mixed convection parameter Gr^/ReJ72, with estimates 
of the critical value ranging from 0.434 to 200 [2, 5-8]. This 
wide range of theoretical and experimental results may be 
attributed to the fact that instabilities must grow to a certain 
size before they can be detected. Buoyancy effects on heat 
transfer are negligible upstream of the onset point, where the 
Pohlhausen relation is known to apply [3, 4], and are 
dominant in a downstream region for which Grx/ReJ/2 > 300 
and conditions are fully turbulent [3]. Correlations have been 
obtained for the extent of the mixed convection region and for 
the associated heat transfer [4]. 

Attempts to predict the effects of buoyancy on 
hydrodynamic and thermal conditions in external, horizontal 
flows have been limited to the use of laminar, two-
dimensional models [9-13]. Enhancement of heat transfer and 
wall shear by buoyancy, as well as criteria for determining 
when buoyancy can be neglected, have been determined as a 
function of Prandtl number and the mixed convection 
parameter Grx/ReJ/2. However, no attempt has been made to 
account for the effect of buoyancy induced turbulence or to 
compare predictions with available data. 

The purpose of the present work is to investigate the effect 
of thermal instabilities on hydrodynamic and thermal con
ditions for water flow in an open channel which is uniformly 
heated from below. Experiments are performed in which 
hydrodynamic conditions are obtained from the shadowgraph 
and hydrogen bubble methods, and thermal conditions are 
determined from traversing thermocouple probes. Ex
perimental results for the streamwise variation in the con
vection coefficient are compared with predictions based on 
two-dimensional, laminar and turbulent models of the flow. 

Experimental Procedures 

A schematic of the water channel, which is 305-mm wide 
and 150-mm high, is shown in Fig. 1. Emerging from the flow 
straightener with a uniform velocity profile, the flow develops 
hydrodynamically in an unheated region, before entering a 
0.99-m long heated test section. The water layer height is 
adjusted by lowering or raising the tailgate, and the water 
flow rate is adjusted by means of the valve arrangement. All 
sections of the channel were constructed from 12.7-mm 
plexiglass, except the bottom surface of the test section, which 
was made from 9.5-mm aluminum plate. Nineteen ther
mocouples, spot welded to the sides of slots machined on the 
top surface of the plate, were used to obtain longitudinal and 
transverse distributions of the surface temperature. The slots 
were filled with aluminum epoxy, and the surface was sanded 
to a smooth finish. Three electrofilm patch heaters, which 
provided a maximum output of 31.6 kW, were joined to the 
bottom surface of the plate, and a 140-mm thick layer of 
fiberglass insulation was installed below the heaters. Heat 
losses were estimated to be less than 1 percent of the heat 
input. 

Vertical temperature distributions within the water were 
obtained by using six thermocouple probes, spaced at 111 mm 
intervals in the longitudinal direction. The probes were at
tached to a support, which could be traversed vertically at a 
rate of 0.38 mm/s. The vertical position of the probes was 
determined from the output of a potentiometer and, along 
with probe and plate temperatures, was recorded on a data 
logger at 5 s intervals. To obtain an indication of temperature 
fluctuations, vertical temperature profiles were also measured 
by traversing a single thermocouple probe and monitoring its 
output on an x-y recorder. 

For uniform bottom heating, the convection coefficient 
may be determined from the expression 

P/A 

(Ts-Tm) 
where the mean temperature of the water is defined as 

T'»M = jq\o™dy 

(i) 

(2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 16, 
1982. 

The coefficient is determined at nine longitudinal stations for 
which the surface temperature and the water vertical tem
perature distribution are measured. Results may be con
sidered in terms of local Nusselt, Reynolds, and Grashof 
numbers (Nu^, Re^, Grv) or in terms of parameters based on 
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Fig. 1 Schematic of water channel facility 

the water layer height (NuH, Rew , GrH). Properties appearing 
in the parameters are evaulated at the temperature (Ts + 
T,„)/2. Heat transfer measurements were performed for the 
range of conditions 20.7 mm/s < u,„ < 124.2 mm/s, 1325 
W/m2 < q < 7950 W/m2 , and 40 mm < H < 80 mm, which 
correspond to 985 < ReH < 5850 and 0.70 < (GrqH/Re2

H) 
< 320. 

The hydrogen bubble technique was used for velocity 
measurements upstream of the test section and for flow 
visualization in the test section. Hydrogen bubbles were 
generated from a horizontal wire to determine spanwise 
nonuniformities in the flow and from a vertical wire to 
determine the vertical distribution of the longitudinal velocity 
and to infer the extent of vertical mixing. Flow visualization 
was also achieved by using the shadowgraph method. 
Collimated light from a Fresnel lens was directed normal to a 
channel sidewall, and the transmitted light was collected on a 
sheet of opal glass adjacent to the opposite sidewall. The 
resulting shadowgraph provided an indication of spanwise 
averaged flow conditions within the water. 

Theoretical Procedures 

Assuming incompressible, two-dimensional, constant 
property, steady flow, the conservation equations for a liquid 
layer of uniform height, H, may be expressed as 

du du 
u — \-v —— 

ox dy 

du 

~dx 

1 dp 

p dx 

1 d 

+ 
dv 

-0 (3) 

+*'h[\", {T-T-)d>] 
+ 

1 3 / du \ 

dT dT 1 9 

dx dy pcp dy by) 

(4) 

(5) 

The Boussinesq approximation has been used to evaluate the 
buoyancy force in the j>-momentum equation, which has been 
integrated and combined with the jc-momentum equation to 

N o m e n c l a t u r e 

of heater 

damping 
= 25 

Gr q.h 

A = surface area 
plate 

A+ = Van Driest 
constant, A ~ 

cp = specific heat 
Grashof number based 
on heat flux, gPqH4/kv2 

Gr, = local Grashof number, 
g(3(Ts-Tm)x3/v2 

g = gravitational acceler
ation 

H = water layer height 
h = local heat transfer 

ficient 
k = molecular thermal 

ductivity 
A:eff = effective thermal 

ductivity, ^eff = k+k, 
k, = turbulent thermal con

ductivity 
/,„ = Prandtl mixing length 

NuH = Nusselt number, hH/k 
Nux = Nusselt number, hx/k 

P = heater power 
p = pressure 

Pe, = turbulent Peclet number, 
e,„„Pr/>> 

coef-

con-

T T 
1 » 1 r 

Pr 
Pr, 

Q 

Re„ 

Re, 
Ri 

T 
1 > 1 S 

u,v 

um 
u* 

X 

Xc 

2>Xj 

V 

= Prandtl number 
= turbulent Prandtl mim-

ber, imo/eHo 

= surface heat flux 
= Reynolds number, 

umHlv 
= Reynolds number, u,„x/v 
= Richardson number, 

gP(df/dy)/(du/dy)2 

= local, mean, and surface 
temperatures 

= horizontal and vertical 
velocity components 

= mean velocity 
= friction velocity, 

(TJPV2 

= distance from leading 
edge of heater surface 

= distance corresponding 
to onset of longitudinal 
vortices 

= locations associated with 
buoyancy induced 
changes in boundary 
layer conditions 

= vertical coordinate 
measured from heater 
surface 

y+ = 

P = 

e« = 

em = 

K = 

M = 
Meff = 

Mr = 
V = 

p = 
Tw = 

Subscripts 
/ = 

o = 

t = 

Superscripts 
-

dimensionless vertical 
coordinate, yujv 
thermal expansion co
efficient 
turbulent diffusivity for 
heat transfer 
turbulent diffusivity for 
momentum transfer 
von Karman constant 
molecular viscosity 
effective viscosity, /teff = 
IX + fXt 

turbulent viscosity 
kinematic viscosity 
mass density 
wall shear stress 

inlet conditions 
reference conditions at y 
= H; without buoyancy 
turbulent flow 

time average quantity 
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Fig. 2 Shadowgraph 01 thermal boundary layer development lor H =
40 mm, Um = 20.7 mm/s, and q = 5300 W/m2 (Grq H = 9.6 x 107, AeH
= 1060) ,

The conservation equations are solved subject to no-slip,
u(x,O) == 0, and uniform heat flux, -k(aTlay)y~o == q,
conditions at the botto!.n surface and zero shear, auf ay) y=H
= 0, and adiabatic, aT/aY)y=H == 0, conditions at the free
surface. The heat flux at the free surface is estimated to be less
than 1 percent of the bottom flux, justifying the assumption
of an adiabatic surface. Entrance conditions of the form
u(O,y) = u;(y) and T(O,y) = T; (y) are imposed, where the
velocity profile is computed by solving the hydrodynamic
equations for the unheated starting length. The equations are
solved using the numerical procedure of Crawford and Kays
[18], which was modified by adding the buoyancy term to the
momentum equation and by adding the option of including
the effects of buoyancy in the turbulence model. The solution
could also be applied to laminar flow by setting 11-1 and k l

equal to zero.

Results

Fig. 3 Hydrogen bubble flow vlfuallzatlon results for H = 40 mm, Um
=41.4 mm/s, and q =2650 W/m (Grq,H = 4.0 x 107), AeH = 1920)

Cm = cmo(l- 25Ri)1I3 (10)

where the diffusivity corresponding to no buoyancy, Cmo' is
determined from equation (6). The diffusivity for heat
transfer is obtained from an expression due to Ellison [17].

1 - lORi(cH lem )
CHiem == 1.2 . 2 (II)

[1-RI(CHlem )]

obtain equation (4). The turbulent viscosity is determined
from the Prandtl mixing length model

11-1 == PCmo == pl;n Iaulay I (6)

where, neglecting the effect of buoyancy on turbulence, the
mixing length is evaluated from the Van Driest hypothesis [14]

1m == Ky[1 - exp( - y + I A + )] (7)

for the wall layer and from a correlation suggested for open
channel flows [15]

Flow and Thermal Conditions. Shadowgraphs were
obtained for a range of flow conditions, and representative
results are shown in Fig. 2. Since the method is sensitive to
variations in the density gradient normal to the flow direction,
the shadows are indicative of vertical changes in the tem
perature field. For the inlet region corresponding to x s; X I ""

10 mm, the bright band is associated with a thin fluid layer
adjacent to the heated plate and is indicative of a laminar
thermal boundary layer for which the effects of buoyancy are
negligible. For x > XI' the boundary layer is influenced by the
penetratiC'n of thermals rising from the bottom plate. In the
region XI < X s; X2 "" 80 mm, this penetration significantly
increases the boundary layer thickness, although conditions
appear to remain ordered, as thermals are swept downstream
with the mainflow. For x > X2' boundary layer conditions
become irregular, as thermal plumes emerge from the bottom
plate along a steeper (more vertical) trajectory and begin to
disintegrate. For x > X3 "" 160 mm, thermals have penetrated
to the top of the water layer and mixing is evident throughout
the layer. The foregoing trends were observed for a range of
operating conditions, and the distance from the leading edge
at which the flow changes occurred was found to decrease
with increasing heat flux and decreasing velocity.

The progression from a stable, laminar flow to a thermally
destabilized turbulent flow is similar to behavior observed by
others [2, 3] for a uniform entrance velocity profile and is
associated with the growth of longitudinal vortices, which
subsequently break apart. The location, XC' corresponding to
the onset of vortex instability has been correlated by an ex
pression of the form Grx /Rei/2 = C, where estimates of C
range from 0.434 to app~oximCately200. Although conditions
of this study are associated with a nonuniform entrance
profile, correlation of the first transition point, Xl' by an
equation of the same form provides results in the range 10 ::;
Grx.l/Rei;r ::; 85. The fact that the results are within the
range associated with a uniform entrance velocity profile
suggests that the profile form has, at best, a small effect on
the instability.

Representative results obtained from the hydrogen bubble
method are shown in Fig. 3, where the direction of flow is
from right to left. The distortion of bubble lines which occurs
for X > 0, cases (b) and (c), is due to the penetration of
thermals, and the effect becomes more pronounced with
increasing x. At distances well removed from the leading edge,
case (d), thermals have penetrated throughout the layer and
there is complete mixing. Similar results obtained for other
operating conditions revealed enhanced penetration with
increasing heat flux and decreasing velocity.

Thermal penetration effects may also be inferred from
vertical thermocouple scans, and results obtained for the
instantaneous temperature (Fig. 4) are consistent with those

•• l ••••

" : I
; , \ \ \~

Ib) ,162",,,

. \ , l
I • I

~ ! '
, 1 1 ; ,

, \ \. ~ (
'- '~~~

(0) x.IOm'Tl

. \. .
,

~

( Y) 1/2
~=~I-H 00

outside the wall layer. The eddy diffusivity for heat transfer is
determined from a correlation for the turbulent Prandtl
number [14]

Pr l = [0.58 + 0.22Pe l

- (0.2PeY [1- exp( - 5.39/Pel ) ]]-1 (9)

The effect of buoyancy on turbulence generation is treated
by using eddy diffusivity correlations developed from ex
periments performed for thermally destabliized, open
channel flows [16]. The momentum diffusivity is correlated
by
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Fig. 4 Longitudinal variation of thermal penetration and mixing ef
fects for different heat fluxes and mean velocities (H = 40 mm): (a) u m 

41.4mm/s,q = 1325W7m% ReH = 1920, G r „ H 

= 41.4mm/s,<j = 2650 W7m2, ReH = 1920,Gr,,'H 

= 124mm/s,cj = 2650W/m2 ,ReH = 5430, GrqH = 

1.5 x 10'; (b)u„ 
= 4.0 x 107;(c)u„ 
3.2 x 107 

inferred from the flow visualization. From Fig. 4(a), it is 
evident that, at x = 162 mm, the temperature profile is 
smooth and the effects of buoyancy are negligible. With 
increasing x, the effects of thermal plume penetration become 
evident, as profile disturbances develop in regions close to the 
bottom, temperature fluctuations become discernible, and the 
vertical extent of the mixed region increases. For x > 720 
mm, thermal effects have penetrated throughout the water 
and, with the exception of a thin sublayer adjoining the wall, 
mixing is complete. With increasing bottom heat flux (Fig. 
4(b)), mixing is intensified and, for a particular location, the 
penetration of thermal disturbances is enhanced. Contrasting 
Figs. 4(b) and 4(c), the opposite is seen to be true for in
creasing velocity. Concerning the effect of velocity, it should 
also be noted that dye injection and hydrogen bubble 
measurements performed upstream of the heated section 
revealed intermittent signs of hydrodynamic instability for 
ReH > 2500. In no case, however, was there any indication of 
turbulence in the upstream region. 

Comparisons of Heat Transfer Results. Representative 
low Reynolds number results for the longitudinal distribution 
of the Nusselt number are shown in Fig. 5, along with 
predictions based on the laminar version of equations (3-5). 
The entrance velocity profile used for the predictions was 
obtained by solving equations (3) and (4) for the unheated 
starting length. Agreement is poor and worsens with in
creasing x/H and Gr?/ //Re//. Moreover, the data reveal the 
existence of fully developed conditions for x/H > 5, while the 
predictions suggest that such conditions are not reached until 
x/H > 20. Although buoyancy is neglected in the predictions, 
little improvement is gained by accounting for its effect. 
Calculations performed with and without the buoyancy term 
in the momentum equation indicate that its effect is to 
enhance heat transfer by less than 5 percent over the range 0 
< Gr?w/Re?/ £ 100. Accordingly, with or without a 
buoyancy term in the momentum equation, a two-
dimensional, laminar flow model is unable to predict the 
significant effect of buoyancy on heat transfer. 

Experimental results for ReH > 2500 are shown in Fig. 6, 
along with predictions based on a turbulent model which 
neglects the effects of buoyancy. The data reveal that, with 
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Fig. 5 Nusselt number as a function of distance along the heated 
section: comparison of laminar flow predictions with data for H = 40 
mmand(a)ReH = 1900, (b)ReH = 1000 
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Fig. 6 Nusselt number as a function of distance along the heated 
section: comparison of turbulent flow predictions with data for H ~ 40 
mmand(a)ReH =3100,(b)ReH = 4100, (c) ReH = 4600, (d) ReH = 
5700 

decreasing GTQH/RSJJ, buoyancy effects become less 
significant and that, for Gr? / //Re|/ < 3, the effects are 
negligible. For Gr? / / /Re^ < 3, the data are well predicted, 
particularly for x/H > 10. Overprediction of this data for 
x/H < 10 is more pronounced for the lower Reynolds 
numbers (Cases (a) and (b)), suggesting that the boundary 
layer may actually be laminar or transitional in this region. 
Transitional conditions are also suggested by the Case (a) and 
(b) data corresponding to Gr^/Re/ / < 5, which are 
characterized by a minimum just downstream of the entrance. 

Predictions based on turbulent models with and without 
buoyancy are compared with data in Fig. 7. In the region x/H 
> 10, the buoyancy model slightly overpredicts the data for 
small values of GrqH/Rtz2

H < 3 (Case (a)), provides good 
agreement for intermediate values in the range 3 < 
GxQiH/Rt2

H < 15 (Cases (b) and (c)), and underpredicts the 
data for large values of Grg / //Re^ > 15 (Case (d)). This 
underprediction may be due to the fact that, for large values 
of the mixed convection parameter, conditions are dominated 
by turbulent free convection [2, 3], while the turbulence 
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model of this study presumes the existence of mixed con
vection. 

Despite the existence of an unheated starting length, all 
attempts to correlate data in terms of parameters based on 
distance measured from the beginning of the unheated 
starting section were unsuccessful, irrespective of whether 
starting length correction terms were applied . to the 
correlations. Accordingly, the decision was made to compute 
parameters on the basis of distance measured from the 
beginning of the heated section and to contrast the data of this 
study with results obtained for the simultaneous development 
of velocity and thermal boundary layers [3, 4]. From these 
results, it is known that, in a region close to the inlet, the flow 
is laminar and, for constant wall temperature, heat transfer is 
well correlated by the Pohlhausen relation, Nux = 0.332 
Re]72 Pr1/3. In regions well removed from the inlet, however, 
conditions are dominated by turbulent free convection, and 
heat transfer is correlated by an expression due to Fujii and 
Imura [19], Nux = 0.13 (GrvPr)1/3. 

The extent to which the results of this study comply with the 
foregoing behavior is shown in Fig. 8, where, in the manner 
suggested by Imura et al. [3], the data are plotted as 
(Nux/Rey2Prl/3) versus (G^/Re372). Overprediction of the 
data by the Pohlhausen relation for Gr^/Re3/2 < 5 may be 

attributed to the existence of a nonuniform velocity profile at 
x = 0. From comparative calculations performed using the 
two-dimensional model, results obtained for the uniform 
profile were found to exceed those obtained for the developed 
profile by more than 50 percent at the first measurement 
station (x = 12.7 mm), with the difference diminishing to less 
than 15 percent at the second station. Overprediction of the 
data by the laminar forced convection correlation is more 
pronounced, and extends to Gr^/Re3/2 ~ 10, if the expression 
corresponding to constant wall heat flux [14], Nu^/Re]./2Pr1/3 

= 0.453, is used in lieu of the Pohlhausen relation. Although 
this expression would seem to be more appropriate for the 
conditions of this study, it should be noted that the laminar 
flow data of Wang [4], which were also obtained for constant 
wall flux, were well correlated by the Pohlhausen expression. 
It should also be noted that, in this study, the wall tem
perature was characterized by a nearly constant value beyond 
the first measurement station. 

For Grx/Re3/2 > 400 the data of this study are well 
correlated by the Fujii and Imura relation for turbulent free 
convection. For the mixed convection region, 10 < GrA./Re3/2 

< 400, the data are correlated to within 25 percent by the 
expression due to Wang [4] 

Nux = 2.7(Grx/Re2.-2)1/3(3.379 + 0.0285Ref5)Pr1/3 (12) 
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section: comparison of turbulent flow predictions with data for H = 40 
mm 

Conclusions 
Experiments have been performed to determine 

hydrodynamic and thermal conditions for water flow in an 
open channel which is uniformly heated from below, and a 
two-dimensional, boundary layer model has been used to 
predict the results. The principal conclusions are as follows: 

1 Thermal boundary layer development on the heated 
surface is characterized by several regions which are in
fluenced to varying degree by buoyancy. Buoyancy effects are 
negligible to a distance xx from the leading edge, after which 
the boundary layer thickness is significantly increased due to 
thermal plumes which are swept downstream with the main 
flow. Further downstream, the plumes begin to break up and 
the boundary layer is characterized by turbulent mixing. 
Eventually, thermal effects penetrate to the top of the water 
layer and turbulent mixing exists throughout the layer. With 
increasing heat flux and decreasing velocity, the location xx at 
which buoyancy effects are discernible decreases, and the 
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penetration of thermal disturbances is enhanced. The onset of 
buoyancy induced disturbances is associated with the range 10 
<GvXi/Rel[2 <85. 

2 Heat transfer is characterized by laminar forced con
vection in an inlet region, Grv/ReJ/2 < 10, mixed convection 
in a transition region, 10 < GrA./ReJ/2 < 400, and turbulent 
free convection in the downstream region, Gr^/Re'72 > 400. 
Due to the effect of the entrance velocity profile, the inlet 
region data are overpredicted by standard laminar, forced 
convection correlations. Data for the mixed convection and 
turbulent regions are correlated, respectively, by expressions 
proposed by Wang [4] and Fujii and Imura [19]. 

3 Heat transfer data are significantly underpredicted by a 
two-dimensional, laminar model which includes the effect of 
buoyancy in the momentum equation. In the fully developed 
region, data corresponding to Gr?w/Re|/ < 3 are well 
predicted by a turbulent model which ignores buoyancy, while 
data corresponding to 3 < GTqH/Rejj < 15 are well predicted 
by a model which includes the effects of buoyancy on the 
turbulence. 
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An Experimental Study of Laminar 
Heat Transfer Downstream of 
Baoksteps 
Results of a study of heat transfer in the vicinity of a backward-facing step of a 
uniform temperature are presented. Temperature distribution are measured using a 
Mach-Zehnder interferometer. The heat transfer upstream of the step is shown to be 
strongly enhanced by streamline curvature. Downstream of the step the heat 
transfer increases monotonically in the streamwise direction but is always less than 
the flat-plate value. For the largest step investigated, the average heat transfer in the 
reverse flow region is reduced to 56 percent of the flat-plate results, in agreement 
with an existing theory for laminar separated flow originally developed for a cavity. 
The heat transfer is systematically smaller for smaller steps. For all steps, the 
average heat transfer is described by the equation, St = 0.787(Res)~°-5S {s/xs)°-72. 

Introduction 
Among the many separated forced convection situations 

that have been studied, the backward-facing step or backstep 
has received perhaps more attention than any other single 
flow situation. The majority of the existing studies for this 
case, which is depicted in Fig. 1(a), deal with turbulent flow 
though, and increasingly, laminar flow is also of concern. 
The recent studies in the laminar category include those by 
Mueller and O'Leary [1], Goldstein, Eriksen, Olson, and 
Eckert [2], Durst, Melling, and Whitelaw [3], Armaly and 
Durst [4], and Sinha, Gupta, and Oberai [5]. The existing data 
suggest that in the laminar range the reattachment length of 
the shear layer increases with the flow velocity with the 
reattachment varying almost linearly with the velocity. The 
maximum value of Lis obtained is 21, which is attained at Res 
= 820 [5]. At a larger value of the Reynolds number, tran
sition occurs in the shear layer and the reattachment length 
abruptly decreases. 

Though a number of investigations on the flow field have 
been reported, there appears to be no published study con
cerning the corresponding heat transfer problem. The purpose 
of the present paper is to present the results of a com
prehensive experimental study on heat transfer in laminar 
flow of air past a heated backstep. The boundary layer flow 
approaching the step is laminar and the flow remains laminar 
through separation, reattachment, and redevelopment. The 
step walls are all maintained at a uniform temperature. In a 
previous companion paper [6], heat transfer data for laminar 
flow past a rectangular cavity have been reported. It is in
dicated there that the average Nusselt number in the cavity 
floor varies with the Reynolds number raised to a power that 
is very nearly equal to 1/2. Experiments aimed at obtaining 
the corresponding relationship for the backstep are described 
in the present paper. 

Experimental Techniques and Apparatus 
The present experiments are conducted in a low speed wind 

tunnel having a contraction ratio of 12.5: 1 and a test section 
of 20 cm height, 15 cm width, and 61 cm length. Step heights 
of 1.27 cm, 0.64 cm, and 0.38 cm are employed, giving 
channel expansion ratios of 1.06, 1.03, and 1.02, respectively. 
The top wall of the test section is composed of two aluminum 
blocks, the downstream block being adjustable to form the 
step models. The inverted step models are chosen in order to 

reduce free convection effects. Each block contains machined 
channels for heated water from a constant temperature bath 
that maintains each block at very nearly the same temperature 
that is monitored by thermocouples. Windows of optical 
quality are provided on the side walls of the test section which 
are fabricated of clear plexiglas. Air flow is induced by a 
squirrel-cage-type suction fan. The air velocity is varied by 
changing the speed of the fan through a voltage transformer. 

Temperature distributions are obtained by means of a 
Mach-Zehnder interferometer located at the University of 
Minnesota, Department of Mechanical Engineering. This 
interferometer has a field of view that permits the observation 
of 9 cm in the main flow direction, including approximately 
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Table 1 Summary of heat transfer results for laminar reattachment 

Run No. 

11-78 
11-79 
11-59 
11-2 
11-3 
11-4 

12-72 
12-73 
12-74 
12-75 
12-76 
12-77 

13-2 
13-3 
13-4 
13-5 
13-6 
13-7 
13-8 
13-9 

11-114 
11-92 
11-94 

12-29 
12-30 
12-31 
12-32 
12-33 
12-34 

s 
[m] 

.0127 

.0127 

.0127 

.0127 

.0127 

.0127 

.0064 

.0064 

.0064 

.0064 

.0064 

.0064 

.0038 

.0038 

.0038 

.0038 

.0038 

.0038 

.0038 

.0038 

Us 

["] 
0.20 
0.23 
0.27 
0.31 
0.42 
0.56 

0.24 
0.34 
0.47 
0.54 
0.63 
0.72 

0.28 
0.41 
0.49 
0.59 
0.66 
0.72 
0.80 
0.90 

L 
[m] 

.049 

.057 

.067 

.076 

.103 

.137 

.025 

.031 

.039 

.044 

.050 

.056 

.012 

.015 

.016 

.019 

.020 

.022 

.023 

.026 

h 
r w -i 
Lm2-cJ 

0.922 
0.950 
0.965 
1.055 
1.262 
1.381 

0.862 
0.958 
1.068 
1.140 
1.240 
1.443 

0.812 
0.975 
1.118 
1.145 
1.200 
1.325 
1.350 
1.467 

St 

.00397 

.00355 

.00308 

.00298 

.00263 

.00216 

.00315 

.00247 

.00199 

.00185 

.00172 

.00176 

.00254 

.00208 

.00200 

.00170 

.00159 

.00161 

.00148 

.00143 

R % 

6205 
7243 
8632 
9771 

13905 
19671 

6836 
9817 

13793 
15994 
18883 
21849 

7751 
11415 
13699 
16587 
18608 
20354 
22678 
25664 

R% 

156 
179 
209 
233 
315 
420 

91 
129 
178 
204 
238 
272 

63 
92 

110 
132 
148 
162 
179 
202 

Re„ 
49.7 
53.3 
57.6 
60.8 
70.7 
81.7 

53.5 
63.7 
74.8 
80.2 
86.6 
92.6 

57.7 
69.8 
76.4 
83.8 
88.6 
92.6 
97.6 

103.5 

1.2 cm upstream of the step. For the larger step heights in
vestigated in this study, where the separated regions are 
correspondingly longer, the field of view is inadequate to 
cover the entire reverse flow, and a small shift in the position 
of the interferometer is necessary in a repeat run. 

The free-stream velocity in the tunnel is measured with an 
impact tube via a U-tube manometer later replaced by a 
"Baratron" pressure transducer. The emf's of thermocouples 
are recorded by a Honeywell self-balancing, multipoint 
voltage indicator. The shear layer is investigated for any 
evidence of transition to turbulence by means of a TSI hot
wire system. The probe contains a 0.0001-cm dia platinum 
wire of 0.11 cm length. The signals from the hot wire are 
recorded on an oscillograph. The transition of the shear layer 
is determined by comparing the hot wire signal as the probe is 
made to traverse across the shear layer from the free stream 
towards the wall. If the signal indicates that the turbulence 
intensity in the shear layer is not noticeably larger than that at 
the free stream then that particular location of the shear layer 
is considered to be laminar; otherwise, it is taken to be 
transitional. The reattachment location of the shear layer is 
determined by smoke injection through a specially designed 
but simple downstream plate constructed of plexiglas and 
provided with 0.15-cm dia holes at 0.64 cm centers. 

The hot wire anemometer is also used to probe the 
development of the velocity profile along the test plates with 

the step height set equal to zero thus forming a flat plate. 
These measurements suggest that the effective origin of the 
boundary layer flow along the plate lies 45.5 cm upstream of 
the location of the step, giving xs = 45.5 cm, and x0 = 15 cm, 
since the heated upstream plate is of 30.5 cm length. 

Further details on the experimental techniques and ap
paratus may be obtained from [6, 7]. It is estimated that the 
present method of using the interferometric technique to 
measure temperature gives results that are accurate to ± 7 
percent. A summary of the present results for laminar 
reattachment is presented in Table 1. In this Table, ReXr is 
based onx r , which is equal to (45.5 +L) cm; Ree is computed 
using the following conventional relation for a flat plate at 
zero incidence 

Re„ =0.664 VRe^ 

The above equation is applicable here because of the large 
height (20 cm) of the channel compared with the displacement 
thickness, which is less than 1 cm at the step for practically all 
the experiments in the present study. As shown in [7], the heat 
transfer results for S = 0 clearly shows the applicability of the 
flat-plate theory. 

Reattachment Length 

Experiental data have been obtained for step heights of 1.27 

Nomenclature 

cp = heat capacity 
d = characteristic length 
h - local heat transfer coefficient: 

h = 

k = 

J^ = 
Nu = 
Pr = 

Red = 

Re« = 

-o /(Tw-Ta) 

average heat transfer coef
ficient in separated region 
thermal conductivity 
reattachment length 
average Nusselt number: hs/k 
Prandtl number 
Reynolds number defined 
withrf: Usd/v 
Reynolds number defined 

with the momentum thickness 
at the step 

s = step height 
St = average Stanton number in 

the separated region 
T = temperature 

Us = free-stream velocity 
x,y = coordinate directions, see Fig. 

1(a) 
x0 = unheated starting length 

Greek Letters 

5, = thermal boundary 
thickness: 

layer 

r°° T-Ta 

'o TW-TB 

dy 

v = kinematic viscosity 
p = density 
£ = distance downstream of step 

Subscripts 
d 

fp 
w 
r 
X 

s 
0 0 

= 
= 
= 
= 
= 
= 
= 

value defined with d 
value on flat plate 
wall value 
value at reattachment 
value at location x 
value at step or defined with s 
free-stream value 
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Fig. 2 Typical interferograms: (s) for s = 1.27 em; (b) for s = 0.64 em;
(e) for s = 0.38 em

em, 0.64 em, and 0.38 em. Reattachment distances are plotted
versus the free-stream velocities in Fig. I(b). The data shown
include those obtained in this study for s = 1.27 em and s =
0.64 em, and those given in [2] for s = 0.38 em using a very
similar apparatus. In the laminar range, the present data
generally confirm the nearly linear dependence of the reat
tachment length on the free-stream velocity. The change in the
slope following transition in the shear layer indicates an
abrupt drop in the rate of increase of the reattachment length
with velocity, a phenomenon also noticed by a number of
other investigators. Contrary to the data reported by Sinha et
al. [5], the present data show a maximum reattachment
distance of Lis"" 10 only. The difference may be the use in
this study of a more stringent transition criterion made
possible by the use of hot wire anemometry. In addition to
providing information on L, which is interpolated from the
figure when Us is known in any given heat transfer run, Fig.
I(b) also serves to indicate the upper limit of the velocity to be
used for each step height in the present experiments on
laminar separated forced convection. For the three steps
investigated here, the upper limits, when expressed in terms of
the Reynolds number defined using the momentum thickness
of the boundary layer at the step, are:
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The continued increase of L, even after transition sets in, is
not surprising. Turbulence causes a more rapid spread of the
shear layer, and hence, a tendency for the reattachment length
to shorten. However, during the early stages of transition, the
effect is confined to a small region at the end of the free shear
layer; hence, the shear layer continues to lengthen as the
velocity increases. The rate of increase of the reattachment
distance is reduced as compared with the fully laminar regime,
as shown by the change in the slope in each of the two data
sets in Fig. l(b). Eventually, as transition occurs further and
further upstream along the free shear layer with the continued
increase in the velocity, turbulence mixing in the shear layer
begins to have an impact in bringing the reattachment
location back towards the step. This continues until the shear
layer is fully turbulent, at which stage the reattachment length
becomes roughly independent of the velocity [10].

Temperature Profiles and Heat Transfer Coefficients
Typical interferograms are shown in Fig. 2 for the three

step heights investigated ,and representative temperature
profiles are plotted in Fig. 3. It is evident from these figures
that the boundary layer thicknesses at the step in these studies
are of the order of the step height. Compared with profiles in

Fig. 3 Temperature distributions downstream of step and comparison
with flat·plate theory

transitional and turbuent flow reported by Aung and
Goldstein [9, 10], the laminar profiles have the tendency to
more quickly develop into shapes that are reminiscent of
attached laminar boundary layer flow along a heated flat
plate at zero incidence. However, the present profiles fail to
completely merge into the conventional flat-plate profile even
at a distance 4 step heights downstream of the reattachment
point. At 8.55 step heights the measured profile finally
becomes almost indistingishable from that given by the flat
plate theory. Thus, though boundary layer theory for a flat
plate at zero incidence is inadequate for the description of the
heat transfer process in a relatively large region following
rettachment, the flow does redevelop into a simple boundary
layerlike situation after about 9 step heights beyond reat
tachment. The continued decrease of the thermal boundary
layer thickness beyond the reattachment point indicates that
the local heat transfer continues to increase. This is confirmed
by the distributions of the local heat transfer coefficients
shown in Fig. 4, where the reattachment locations are also
indicated. The broken lines represent the heat transfer that
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would occur if the step height were set to zero, and are 
calculated from the following conventional equation for Pr = 
0.72 [11] 

hfPiX = 0.29S (Re,)1/2 (k/x) [!-(*„/*)3/4] - (1) 

where x0 = 15 cm for the present study. Figure 4 shows that 
in all cases the heat transfer downstream of the step is smaller 
than the zero step height, flat plate or attached flow value. By 
contrast when the boundary layer is turbulent prior to 
separation, the heat transfer is always somewhat larger than 
the attached flow results [10]. For the transitional shear layer 
prior to reattachment the heat transfer at the reattachment 
point may be as high as 6 or 7 times the attached (laminar) 
flow value [9]. In laminar flow, the maximum heat transfer 
occurs downstream of the reattachment point. The increase of 
the heat transfer following reattachment is proportionately 
larger for the smaller step. Nevertheless, the ratio hr/hfpr is 
relatively constant for each individual step as indicated in Fig. 
5. 

Heat Transfer Coefficients Upstream of the Step 
Immediately downstream of the step, the pressure attains 

relatively low values [12] causing the normal component of 
velocity to decrease. This means that streamlines will tend 
towards the wall. This effect will normally propagate up
stream of the step (in subsonic flow) and streamline curvature 
should be felt upstream of the step. Flow visualization studies 
conducted using the infinite fringe setting of the Mach-
Zehnder interferometer seem to confirm this, as do the smoke 
injection studies carried out by Goldstein et al. [2]. However, 
the streamline curvature, though unmistakable, is slight and 
the implication from both flow visualization studies is that the 
streamline curvature effect causes the streamlines upstream of 
the step to become essentially parallel to the wall (instead of 
turning away from it as in the normal growth of an attached 
boundary layer). They continue in the same direction for a 
significantly distance downstream of the step before 
dramatically bending to the wall for reattachment. The 
curvature effect upstream of the step, however, is to enhance 
the heat transfer there. This effect is shown in Fig. 6 for s = 
1.27 cm. The local heat transfer at the step is more than 30 
percent higher than the flat-plate value at the lowest Reynolds 
number investigated. When the velocity is increased, the 
reattachment distance increases, the curvature at the step is 
lessened, and the overvalue of the heat transfer at the step 
decreases. This trend continues until the maximum velocity 
for laminar reattachment is attained. Here the heat transfer at 
the step is still about 10 percent higher than the flat-plate 
value. A further increase in the velocity causes transition to 
occur in the shear layer. Turbulence causes a larger spread of 
the shear layer, giving it the tendency to reattach sooner, 
except that in the initial stages of transition the effect is 
confined to the downstream region of the shear layer so that 
there is only a small net impact on the reattachment length. 
The reattachment distance therefore continues to increase 
with velocity, and the overvalue of the heat transfer at the step 
continues to decrease as the velocity increases. Since the 
location of transition moves upstream along the shear layer as 
the velocity is increased, a point is reached where a further 
increase in the velocity causes the reattachment location to 
move upstream and the heat transfer overvalue to increase 
once more. Figure 6 shows that for 5 = 1.27 cm this point 
occurs at a Reynolds number of approximately 2 x 104. 
When the shear layer is fully turbulent existing data indicate 
that the reattachment distance becomes independent of the 
velocity. Presumably, the overvalue in the heat transfer also 
reaches a constant, though this has not been investigated. 

The phenomenon described above appears not to have been 
studied before but its existence could lead to disagreements 
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between numerical calculations and experimental data in cases 
where numerical computations for laminar separated flow are 
carried out by specifying boundary conditions at the step. The 
data in Fig. 6 would suggest that conditions at the step cannot 
be specified a priori, but must be calculated as part of the 
solution. Solution procedures that take note of this by 
beginning the calculation at some distance upstream of the 
point of separation have been shown to agree well with ex
periments as illustrated by Bhatti and Aung [13] in a study of 
laminar separated forced convection past rectangular cavities. 
In turbulent separated flow the heat transfer in the separated 
and redevelopment region has been successfully computed by 
Gooray, Watkins, and Aung [14] for the backstep and by 
Chieng and Launder [15] for the sudden pipe expansion. The 
inflow boundary in each of these studies is located very close 
to the step but the inflow transverse velocity component is 
specified to be zero. This approach is consistent with the 
experimental evidence that steamlines are approximately 
parallel to the wall just upstream of the step. 

Correlation of Transfer Coefficients in the Separated 
Region 

The heat transfer between the step and the reattachment 
point is governed by the interaction between the reattaching 
shear layer and the recirculating flow. As such, the transport 
mechanism is different from that downstream of reat
tachment where as shown previously the heat transfer process 
is eventually controlled by a boundary layerlike transfer 
mechanism. It is therefore customary to isolate the heat 
transfer in the separated region, i.e., between the step and the 
reattachment point, for the purpose of discussion and 
correlation. In Fig. 7, all the data obtained in the present 
lamiar flow study are plotted in terms of Stanton number and 
Reynolds number. The data for transitional reattachment 
with the 0.64 cm step [9], which are correlated by the equation 

St = 0.188xlO-5Re, (2) 

are also indicated for comparison. The Stanton number is 
defined as 

St = 
pUsc„ 

Nud 

PrRerf 

Note the opposing trends for the Stanton number in the two 
flow situations. Extension of the line representing the tur
bulent flow data of Seban, Emergy, and Levy [16] for s = 
0.64 cm is also plotted to complete this heat transfer regime 
map. Note also that the data from Aung and Goldstein [10] 
are not included in the plot, since in that study, the turbulent 
boundary layer is generated by a trip, and hence a meaningful 
Reynolds number cannot be determined easily. The line 
representing laminar flat plate theory is obtained by noting in 
Fig. 4 that in the region of interest the attached flow is given 
by nearly straight lines. Hence, we have 

hfP =0.5 (hMXs+hfPiXr) (3) 

where h/p x and h/P:Xr are given by equation (1) 

The laminar separated flow theory shown in Fig. 7 is 
derived using Chapman's classical results [17] for open 
cavities. The latter situation is somewhat different from the 
flow past backsteps. The more significant difference lies in the 
reattachment distances which are fixed for open cavities and 
are equal to their widths. As discussed in [6], the external flow 
tends to skim over the cavity. For the backstep, it may be 
inferred from previous remarks in connection with Fig. 6 that 
the dividing streamline remains relatively straight along the 
axial direction for a significant portion of the separated 
region. In this respect, the flow past a backstep resembles the 
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flow past a cavity. One may also conclude from the work of 
Chapman et al. for the backstep [12] and of Nicoll for the 
cavity [18] that the flow structures in the two geometries are 
also similar to the extent that in either case the pressure 
distribution remains constant for some distance downstream 
of the point of separation. The above similarities provide a 
rationale for applying Chapman's theory to the backstep 
problem. Rephrasing Chapmans' theory, we can write 

h 
h 

= 0.56 (4) 
</P 

Combining equations (3) and (4), we have 

h = 0.28 (hfPiXs+hMXr) 

With this expression, the theoretical average Stanton number 
in the separated region may be calculated. The result, when 
plotted as a function of Re* , can be represented by the 
following equation 

St = 0.293 (Rex ) (5) 

This is the laminar separated flow theory indicated in Fig. 7. 
Nearly perfect agreement is seen with the present data for s = 
1.27 cm, but the data for the smaller steps are systematically 
lower. Remarkably, the variation of the Stanton number with 
Reynolds number is close to that predicted by the theory. 

The poorer agreement with Chapman's theory as obtained 
by the data for the two smaller steps can be explained by the 
comparatively short shear layer lengths at the same velocities 
when the step sizes are small. When the shear layer length is 
short, the thickness of the initial shear layer cannot be 
ignored. Since Chapman's theory is based on a shear layer of 
vanishing initial thickness, the theory cannot be expected to 
accurately predict the heat transfer in the separated regions of 
small steps. The present exprimental evidence would suggest 
that the theory should be valid for steps with 5 > 1.27 cm, but 
this conclusion must be regarded as tentative. 

For general application, it is desirable to rephrase the 
present data using as an independent parameterjhe Reynolds 
number based on step height. From graphs of St versus Res, 
the following correlations may be obtained 
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CIRCLES REPRESENT DATA 
FOR A L L STEPS 

EQUATION (7) 

St = 0.787 (Re5)-°-55 (s/xs)° (7) 

This equation is compared in Fig. 8 with all the laminar data 
obtained in this study. The equation predicts the measurement 
to ± 5 percent in the range of the present data which is 63 s 
Re, < 420 and 0.0084 < s/xs < 0.0279. 

Note that equation (6) implies that Nu a Re°-45 or / in U?-45. 
The cavity data by Aung [6] show the index to be 0.55 for the 
square cavity and 0.47 for the cavity with width to depth ratio 
equal to 4. All these indices are quite close to the value of 0.5 
given by Chapman's theory [cf. Eq. (5)]. In Fig. 9, the local 
Nusselt number downstream of the step is divided by the 
factor (Res)

0-5 and plotted against the distance from the step 
normalized by the reattachment length. For each step the data 
for all velocities (i.e, Reynolds numbers) appear to collapse 
into a single curve and the parameter Nu^/Re?-5 approaches 
an asymptote that is proportional to the step size. The 
asymptotes are approximately 0.045, 0.032, and 0.027 for the 
step sizes of 1.27 cm, 0.64 cm, and 0.38 cm, respectively. 
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Conclusion 
A number of interesting aspects of laminar separated 

forced convection have emerged from the present ex
perimental study. The effect of streamline curvature has been 
shown to significantly enhance the heat transfer upstream of 
the step. The flow and heat transfer conditions at the step 
therefore deviate from those given by boundary layer theories 
on a flat plate. Where these theories are utilized to specify 
upstream conditions in separated flow calculations, the 
specification should be made at some distance upstream of the 
step. The local heat transfer has been shown to increase 
monotonically across the reattachment point, and quan
titatively, it is less than the flat-plate value. The separated 
region, in which the heat transfer is governed by a vortex flow 
mechanism, and the redevelopment zone, controlled by a 
conventional boundary layerlike heat transfer mechanism, are 
demarcated by a reattachment point without any distinctive 
heat transfer property, except that it is situated upstream of 
the location of maximum heat transfer. The interaction of the 
above two heat transfer mechanisms near the reattachment 
point, and the subsequent redevelopment process further 
downstream are not sufficiently well understood to allow for 
the prediction of the associated heat transfer. However, the 
present evidence suggests that the boundary layer profile may 
have evolved into a conventional flat-plate profile at about 
8-9 step heights downstream of reattachment. The degree of 
agreement of the present data with the separated flow heat 
transfer theory of Chapman, initially developed for a cavity, 
is not surprising in view of the similarities in the basic flow 
structures for the backstep and the cavity. 
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where c = 0.061 

c = 0.037 

c = 0.026 

St = 

for 

for 

for 

cCRe,)"055 

s = 1.27 cm 

s = 0.64 cm 

s = 0.38 cm 

(6) 

Upon normalizing s by xs, the coefficient, c, may be obtained 
as a function of s/xs by cross-plotting the above data. This 
leads to the following overall correlation that is valid for all 
steps 
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On the Cooling of Fibers 
The effects of the stretching of filaments on the cooling of fibers during the melt-
spinning process are studied numerically. The filament is modeled as a continuous, 
cylindrical cone that moves steadily through an otherwise quiescent environment, 
with its diameter attenuating exponentially. Radiative cooling from the fiber 
surface is also accounted for in the analysis. The buoyancy-affected laminar and 
turbulent boundary layer equations are solved by a finite difference scheme, to 
determine the axial temperature variation of the filament. It is found that the 
reduction of the fiber diameter and the subsequent increase in the local speed of the 
filament enhances greatly the cooling from the filament surface, whereas the in
crease of the cooling due to radiative losses is not significant for all the flow cases 
considered. 

Introduction 

In the melt-spinning process the high-viscosity molten 
polymer is extruded at a temperature in the range of 
200-300°C, from an array of small holes (about 0.01-0.1 
mm in diameter) in the spinneret. The filaments formed, lose 
heat to the cooler surroundings by both convection and 
radiation mechanisms, while they attenuate in diameter due to 
the spinning stretch until they solidify, and are then wound up 
on a rotating bobbin. Copley and Chamberlain [1] and 
Barnett [2] independently attempted to predict the heat losses 
and, subsequently, the axial temperature distribution of a 
spinning isolated monofilament. However, their heat transfer 
estimates were based on empirical relations mostly derived for 
stationary constant-diameter cylinders. Recently, the cooling 
of a constant diameter fiber has been studied in [3,4]. In both 
studies, however, the filament attenuation and the radiation 
losses were neglected. A systematic numerical model in 
simulating the cooling of a spinning fiber is presented in this 
paper in order to predict more accurately the axial tem
perature variation of the filament. 

Analysis 

The filament is modeled as a cylindrical cone of initial 
radius, rh the spinnaret hole radius, and final radius, /y, the 
desired fiber radius as shown in Fig. 1. By adjusting the take-
up speed of the bobbin, one can attain any desired final fiber 
diameter. However, one should note that the decrease in 
filament diameter and the heat loss from the fiber are coupled 
with each other. This is because the loss of heat is the main 
reason of the increase in polymer viscosity, which ultimately 
stops attenuation and therefore the increase of the local 
velocity of the filament, as the mass flow of the extruded 
polymer is constant. The decrease in filament diameter and 
increase of local speed in turn, affect the convective and 
radiative losses from the fiber. Copley and Chamberlain [1] 
experimentally found that the attenuation of the filaments 
they spun followed an exponential decay of the form 

r0(x)=rf+(ri-rf)e~x<K (1) 

where the constant, K, is the distance from the spinneret at 
which the filament has attenuated 63.2 percent of the way 
toward its final diameter; at x =1K this attenuation is 95 
percent, and atx=5ATit has reached 99.3 percent. 

The melt-spinning of fibers possesses the characteristics of 
moving surfaces where the boundary layers grow in the 
direction of motion of the surface. The modeled 
monofilament is assumed to be extruded under steady-state 
conditions at a constant extrusion temperature Th with a 
given wind-up speed of the bobbin, Uj, and with the properties 
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of the polymer taken to be constant and averaged at some 
mean temperature. The quiescent ambient fluid is at a con
stant temperature, T„, and the properties of the fluid are 
assumed to be constant and that of air, where the density 
variations due to temperature gradients in the fluid induce 
buoyancy forces according to the Boussinesq approximation. 
In the analysis, however, the buoyancy force component 
perpendicular to the surface is neglected in order to make the 
boundary layer axisymmetric and reduce the analysis to two-
dimensional. The stationary coordinate frame has its origin 
located at the center of the spinneret hole, with the x-axis 
extending along the centerline of the cylindrical cone in the 
direction of motion of the filament, while the r-axis is 
measured from the centerline of the cone in the radial 
direction as shown in Fig. 1. 

The governing two-dimensional steady turbulent boundary 
layer equations are given as 

du du 1 d 
u— +v— = . 

ox dr r dr\ 

du 1 d 

+ ( „ , ) = 0 
dr r or 

du [ (" + ^ ) / - ^ ] ±g/3cos7(r-rco) 

dT dT 

dx dr 

1 d 

r dr [{a + a')rTr} 

(2) 

(3) 

(4) 

where the conventional symbols have been used, y is the acute 
angle of inclination of the filament measured from the ver
tical, and the plus and minus signs of the streamwise 
buoyancy force component term refer to upward or down
ward motion of the fiber, respectively. 

u«r°.T. 

Fig. 1 Schematic and coordinate system 
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The corresponding boundary conditions for equations (2-4) 
are 

u = u0(x), v = 0, 

H = 0 , T=Ta 

T=Tw(x) a.tr=r„(x) 

as/-—oo (5) 

In equations (5), u0 {x) is the local average speed of any cross 
section of the fiber and can be evaluated from the constant 
mass-flux of the polymer as 

u0(x)=uf\-^-] (6) 
L r0 (x) J 

where the variation of the density of the polymer is neglected, 
and r0 (x) is estimated from equation (1). 

The surface temperature of the filament, Tw(x), is 
evaluated from an energy balance on the filament, ap
proximated as 

1 dT„ 1 dT \ psCs rj 
2 k Ufr0(x) (ds/dx) dx (ds/dx) dr r=r0(x) 

k 

T„(x) = Tjalx = Q 

(7) 

(8) 
where n and s are the normal and tangential coordinates on 
the fiber surface, as shown in Fig. 1, and 

r-(dr0/dx)x ds _ r (dr.yy* 

(ds/dx) 'dx~l \dx) J ( ) 

In equation (7), it is assumed that the temperature of the fiber 
at any axial location, Tw (x), is uniform across the cross 
section of the filament. In [2], it was found that the maximum 
difference in temperature between the center of the filament 
and its surface was always under 7°C for all cases considered. 
In [3], the Biot numbers calculated were always found to be 
0.1 or smaller for all flow configurations considered, thus 
assuring an error of 5 percent or less regarding the assumption 
of the radial uniformity of the fiber temperature. With Peclet 
numbers for the fiber, Pe i =«yr , /a J of the order of 136 Re, 
where the properties are evaluated at a film temperature of 
123 °C, the axial conduction term has been neglected in 
equation (7). The mean film temperature of 123° C is based on 

the mean surface temperature of 228 °C (the mean of the 
spinning temperature and melting point of the polymer), and 
the mean air temperature of 18°C. In evaluating the con-
vective loss from the tapered surface, in equation (7), the heat 
flux in the x-direction is neglected when compared to that in 
the /--direction, since \(dT/dr)r=ro l> \(dT/dx)r=ro I and 
\(dr0/dx) l< < 1 for all cases considered in the analysis. 

Opaque, gray, diffuse surface behavior is assumed in 
estimating the radiation loss from the fiber in equation (7). As 
mentioned in [1], for Nylon 6, the latent heat of solidification 
is about 15 cal/g, and its effect would be to decrease the 
temperature gradient in the regions of the filament where it is 
being evolved. Since in the present study the phase change of 
the fiber is not taken into account, it was deemed appropriate 
to neglect the latent heat of solidification. 

A mixing length model is used to approximate the turbulent 
diffusivities for momentum and heat that appear in equations 
(3) and (4). An extension of the Van Driest model ac
comodating Rao's law of the wall to account for the curvature 
of the boundary layer is employed in describing v, in the inner 
region. The eddy diffusivity for momentum in the outer 
region is based on the kinematic displacement thickness. A 
constant turbulent Prandtl number of 0.9 is utilized in 
evaluating the eddy diffusivity for heat a,. The details of the 
model are given in equations (8-14) of [4] with r0 and u0 now 
denoting the local radius and local speed of the cylindrical 
cone, respectively. 

The governing system of equations is nondimensionalized 
using the following transformation 

Ux) =x/r„ v = (r2-r2)(uf/px)l/2/4r0 

m,v)=Hx,r)/ri(vufxy/2, d(H,r,) = (T-Ta)/(Tr 

(10) 

where u = (d\j//dr)/r and v= -(d\p/dx)/r. The resulting 
dimensionless form of the differential equations, equations 
(2-4) and (7), is 

N o m e n c l a t u r e 

A 

B 

C 
Cs 

f 

g 
Gr 

k 
K 
M 

Nux 

Pe, 

Pr 
Pr, 

r,lrj, dimensionless geometry 
parameter 
TilK, dimensionless spinning 
parameter 
specific heat of fluid 
specific heat of fiber 
reduced stream function, 
equation (10) 
gravitational acceleration 
Grashof number, equation 
(17) 
Qw/(TW-Ta>), local heat 
transfer coefficient 
thermal conductivity of fluid 
distance constant 
d imens ion less r ad i a t ion 
parameter, equation (18) 
normal coordinate, Fig. 1 
fix/k, local Nusselt number 
UfT;la.s, Peclet number of 
fiber 
Prandtl number 
turbulent Prandtl number 
-k(dT/dn)r=,o, local surface 
heat transfer flux 

r = 
n = 
ff = 
r0 = 

Re = 

R*, = 

T 
T, 

Tw 

T 
u,v 

Uo 

"/ 
X 

a 
as 
a, 

radial coordinate, Fig. 1 
spinnaret hole radius, Fig. 1 
final fiber radius, Fig. 1 
local fiber radius, Fig. 1 
Reynolds number, equation 
(17) 
k i n e m a t i c m o m e n t u m 
Reynolds number, equation 
(21) 
tangential coordinate, Fig. 1 
fluid temperature 
temperature of fiber at point 
of issuance (* = 0) 
local fiber temperature 
free-stream temperature 
velocity components in x- and 
r-directions 
local fiber velocity 
final fiber velocity 
axial coordinate 
thermal diffusivity of fluid 
thermal diffusivity of fiber 
turbulent thermal diffusivity 
of fluid 
volumetric coefficient of 
thermal expansion 

5 = 

e = 
V = 

ns = 

v = 
i, = 

p = 

Ps = 

a = 
0/ = 

+ = 
Q = 

angle of inclination from 
vertical 
boundary layer thickness, Fig. 
1 
emissivity of fiber 
pseudo-similarity variable, 
equation (10) 
[(r0+8)2-r0

2]-Ju0/vx/4r0, 
dimensionless boundary layer 
thickness 
dimensionless temperature, 
equation (10) 
(7 ,

H , -7 , „) / (7 ,
/ - r M ) > dimens

ionless filament temperature 
kinematic viscosity of fluid 
dimensionless axial coor
dinate, equation (10) 
density of fluid 
density of fiber 
Stef an-Boltzmann constant 
Tj/T^, dimensionless tem
perature parameter 
stream function 
buoyancy force parameter, 
equation (16) 
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The boundary conditions, equations (5) and (8), have the 
( *' dimensionless form 

/(€.0) + 2{U«,0)=^Re , / 2f l / 2 / '«,0) 

(12) / ' « , 0 ) = 
^42 (#•„//•,-) 

/ ' « , » ) = 0 (14) 

(13) 

0(f,O) = M * ) . 0(€,* )=o, M 0 ) = i 

where with the aid of equation (1), one has 

r0 _ 1 + (A - l)e-B* dr0 _ _ ( ^ - l )Be~^ 
r, ' A dx A (15) 

i.o 

J 0.6 

0.4 

0.2 

-

-
" 
" 
-
-

-

' 
-

\ \ \ \ Z 
>, o J- „ W W Grcosv /Re 

-— No Radiation \ \ \ \ ' 

M 
0 . 1 ^ \ \ \ \ \\\\ 

VT 
Re = 1 \ \ \ 

4 LAMINAR FLOW W. 

r, / r, = 5 % 

i n ! . i i i i m i l . 1 1 1 1 l l l l l . 1 1 

^N* " 

V 
l l l l l 

0.01-

1 , 

1 1 "1 ' I 

Xx 
\ v \ 

\ \ \ 

\ w° 
V° >\ 
\ \ 0.00, -A-A 

- \ \ 0 .0065S \ \ \ \ 

\\ K\\ 
\\ \\\ 

io \ \ At IO 

n \\\ 

A A 
\\ A 

1 • i I i M i n t . 1 

-

-

-
-

-

" 

V-
i IN in 

0.3 10 10 

x / r , 

Fig. 2 Filament temperature variation for laminar regime, r,/K = 0.02, 
Tf/Ta, = 2, CffToo3f//* = 0.005, Pr = 0.7 

8 0.6 

10 3-10 

Fig. 3 Filament temperature variation for turbulent regime, r,iK = 
0.02, Tt/T„ = 2, ioT„3ri/k = 0.005, Pr = 0.7 
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Fig. 4 Effect of fiber attenuation on filament temperature, rt/K 
0.02, Tj/To = 2,taToa

3rl/k = 0.005, Pr = 0.7 

In the foregoing equations, the primes stand for partial 
differentiation with respect to r/, 9W (£) = [Tw (x) - T„]/(Tj -
Too) is the dimensionless filament temperature, and Q, is the 
buoyancy force parameter given as 

0 = IGrlcosY/Re2 (16) 

where the Grashof and Reynolds numbers are given by 

Gr=gp[T,-Ta,yj/tii, Re = ufrt/v (17) 

The dimensionless constants appearing in equations (11-15) 
defined as 

A = ri/rf, B = rJK, fr^Tt/T^, M^ecTlri/k (18) 

and the property ratio, psCs/pC, are all assigned parameters 
for the problem. The plus and minus signs associated with the 
buoyancy force term in equation (11), pertain to buoyancy 
assisting and opposing flow situations, respectively. 

The dimensionless turbulent diffusivities for momentum 
and heat, defined as e,+= vtlv and <xf= a,/v, respectively, have 
the form 

^=o.oiRc-r'^;(^)2[i»(^)a]: 

(i-^[-^-,,4G;)1>«-°>,,/2i-(^)]): 

l / " « , 7 , ) l f o r ^ < ^ 

,l/2fcl/2 

(r„/ri) Jo r/r0 'I 

[ + 5.5 
( r / r 0 ) - l - | « - ) -» 

5/r„ ]) for vf < vf. 

Pr, 

(19) 

(20) 

where k is defined in equation (10) of [4], with the kinematic 
momentum Reynolds number given now as 

R*,= 
1 Re"2*1 

2 {r0/r,)2 
• ! . " r/r„ 

dr) (21) 

- 4 l + 4r,e 
Rem(r0/ri). 

1 + 
4 1 / ^ ' 

1 (22) 

and 

Re1/2(/-0//-,) J 

The system of equations described above was solved by a 
marching finite difference scheme, the box method, which is 
well documented in the literature. Solutions were carried out 
for both laminar and turbulent flows, where in the latter case 
the boundary layer was assumed to be turbulent from the start 
« = 0). 

Results and Discussion 

Numerical results for the cooling of a fiber were obtained 
for several Reynolds number and buoyancy force parameter 
combinations, for air with a Prandtl number of 0.7, for the 
buoyancy assisting flow situation (the cooling of an upward 
or heating of a downward moving filament). The dimen
sionless property ratio of psCs/pC was taken as 2 x 103, a 
value characteristic of the spinning of various polymers at an 
average film temperature of 123 °C. The remaining assigned 
dimensionless parameters defined in equation (18), were 
chosen as A = l, 2.5, and 5, 5 = 0.02, #,-=2 andM=0.005, 
the values of which are characteristic of the spinning of nylon 
6 filaments as reported in [1]. 

The dimensionless filament temperature variation, 9„, with 
axial distance is plotted in Figs. 2 and 3 for laminar and 
turbulent regimes, respectively, for the case r,/ry- = 5. The 
trends observed are similar to those in [3, 4]. Thus, for 
laminar boundary layers, the effect of the assisting buoyancy 
force is to enhance the heat transfer from the filament as seen 
from Fig. 2, thus resulting in lower temperature ratios. For 
turbulent boundary layers on the other hand, as the buoyancy 
force increases from 0, it first decreases the heat transfer of 
the surface below its corresponding value for zero buoyancy 
force. At larger assisting buoyancy forces, eventually this 
trend is reversed, and further increases in the Grashof number 
result in the enhancement of the surface heat transfer, as seen 
from Fig. 3 for Re = 103. A detailed discussion of these trends 
is given in [4]. An inspection of Figs. 2 and 3 reveals that the 
heat transfer rate is higher for turbulent boundary layers than 
the corresponding laminar ones. This reduction of the 
dimensionless temperature ratio due to turbulent nature of the 
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Fig. 5 Local Nusselt number results, r (/K = 0.02, Tj/Ta = 2, 
eoT^ri/k = 0.005, Pr = 0.7 

boundary layer is approximately 0, 8, and 75 percent, 
respectively, for Re = 1, 102, 103, and fi = 0, when com
pared at axial locations where the laminar temperature ratio is 
about 0.5. 

In order to evaluate the effect of the radiation loss on the 
cooling of the filament, the filament temperature ratio ob
tained without accounting for radiation from the surface is 
plotted as dotted lines in Fig. 2, for the three Reynolds 
numbers and zero buoyancy force for the laminar regime. The 
increase of the temperature ratio due to the neglect of the 
radiation loss is about 8 percent for Re = 1 and less than 2.5 
percent for Re = 102 and 103. 

The magnitude of the effect of the attenuation of the 
filament diameter on the surface heat transfer rate is depicted 
in Fig. 4, where the dimensionless temperature for three 
different radii ratios, A =rt/rf of 1, 2.5, and 5, are plotted for 
the laminar regime and zero buoyancy force. As seen from the 
figure, the reduction of local radius of the fiber and thus the 
increase in local speed of the polymer results in the tremen
dous enhancement of the cooling of the filament. 

The local Nusselt number, Nux = hx/k can be expressed as 
1 Re1/2£1/2 0'(f,O) 

NUx~ ~ 2 [l+(dr0/dx)2]l/2 ~HW) ( 23 ) 

Representative Nusselt number results for zero buoyancy 
force and /-,/r/ = 5 are plotted in Fig. 5 for both laminar and 
turbulent flow regimes. The local Nusselt numbers at a given 
axial location are found to increase with increasing Re, and 
decrease as the filament is tilted from the vertical. As seen 
from the figure, at a low Reynolds number, Re=l, the 
laminar and turbulent Nusselt numbers are indistinguishable, 
while for the larger Reynolds numbers considered in the 
analysis their difference is of significance only at axial 
locations away from the spinneret. This may serve as an 
indication of the relative unimportance of the transition point 
in this study, which is assumed to occur at the point of 
issuance of the filament (i.e., x = 0). 
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Turbulent Boundary Layer Heat 
Transfer Experiments: A Separate 
Effects Study on a Convexly 
Curved Wall 
Measured heat transfer rates through turbulent and transitional boundary layers on 
an isothermal, convexly curved wall show Stanton numbers 20-50 percent below 
flat wall values. Recovery is slow on aflat wall downstream of the curve; after 60 
cm, Stanton numbers were 15-20 percent below flat wall values. Five secondary 
effects were studied: (/) initial boundary layer thickness, (//') free-stream velocity, 
(Hi) free-stream acceleration, (iv) unhealed starting length, and (v) transition. 
Regardless of the initial state, curvature without acceleration eventually forced the 
boundary layer into an asymptotic condition: S/aReAj " ' . Strong acceleration with 
curvature brought the exponent on ReA to —2. 

Introduction 

Experimental work on the effects of curvature dates back to 
1930. Wilcken [1], a student of Ludwig Prandtl, concluded 
that curvature significantly affected the "free path length" 
(mixing length) and that "boundary layer events on curved 
surfaces should be ascribed more importance than has 
generally been the case." A comprehensive survey of the 
literature on curvature effects, prior to 1972, was given by 
Bradshaw [2]. He stated that by simply incorporating the 
extra rate of strain, d V/ds, the effect of curvature is about ten 
times as strong as one would predict from a thin shear layer, 
eddy-viscosity model. A bibliography of recent curved 
boundary layer studies can be found in [3]. 

In 1955, Kreith [4] showed that heat transfer from a 
concave wall was more than from a convex wall. In 1968, 
Thomann [5] made local heat transfer measurements on 
straight, convex, and concave surfaces in a flow with a free-
stream Mach number of 2.5. Curvature caused an increase in 
convective heat flux of about 20 percent for the concave case 
and a decrease of about 15 percent for the convex case relative 
to the flat-wall case. Mayle, Blair, and Kopper [6] measured 
local heat transfer rates in curved boundary layer at low-to-
moderate velocities (M about 0.06) and with 8/R about 0.01. 
Wall heat flux decreased about 20 percent on the convex wall 
and increased about 33 percent on the concave wall relative to 
the flat-wall values. 

Weakly convex-curved (6/R =0.01) heated boundary layer 
data, including local Stanton numbers and profiles of mean 
velocity and temperature by Gibson, Verriopoulos, and 
Nagano [7] showed that the depression of heat flux was larger 
than that of skin friction. 

As a consequence of the works cited above, it is clear that 
convex curvature decreases the Stanton number (up to 20-30 
percent has been observed) and concave curvature raises it, 
(20-30 percent has been observed). It is generally agreed that 
S/R is a measure of the "strength of curvature." 

The objective of this work was to investigate the interaction 
between convex curvature and several other factors: boundary 
layer thickness, free-stream velocity, free-stream acceleration, 
and variable wall temperature. One or more of these factors 
are frequently found in combination with curvature. 

Previous heat transfer studies have dealt only with the 
curved region; none have reported results from the recovery 
region. The present investigation includes both the in-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
16, 1982. Paper No. 81-HT-78. 

troduction of and recovery from curvature. With gas turbine 
blade cooling or many other applications where curvature 
effects on heat transfer are significant, strong curvature in the 
leading edge region is followed by regions of weak or no 
curvature. The recovery region may be as important to the 
overall problem as the curved region. 

The present heat transfer results are from a program which 
covered both the heat transfer and the fluid mechanics of a 
convexly curved flow. Detailed results of the accompanying 
isothermal hydrodynamic study have been reported by Gillis 
and Johnston [8, 9]. 

Previous hydrodynamic studies have shown a significant 
drop in surface shear stress in the convex region. So and 
Mellor [10] measured the distribution of shear stress within 
the convex wall boundary layer and showed lower levels of 
Reynolds stress throughout, but particularly in the outer 
region. Gillis and Johnston's work [9] confirmed these ob
servations and extended the study to include the recovery 
region. They described the curved wall boundary layer as 
having two layers: an inner layer of thickness, 5^, with shear 
stress and turbulence, and an outer layer having turbulence 
but no shear stress. We will use this concept of shear layer 
thickness, 5^, in later discussions of the heat transfer 
response. Their data can be used to document the 
hydrodynamic field of the baseline case of the present heat 
transfer studies. 
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Fig. 1 Plan view of the facility 
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The Present Experiment. The objective of the present 
work was to determine the effect on surface heat transfer of 
convex curvature in combination with other effects (i.e., 
acceleration, transition, variable wall temperature, and 
variable boundary layer thickness). 

The heat transfer tests were run on the same rig and during 
the same calendar period as the Gillis and Johnston work on 
the hydrodynamics. The heat transfer program consisted of a 
baseline case which was thoroughly studied and a set of 
separate effects tests on the following subjects: (a) initial 
boundary layer thickness, (b) free-stream velocity, (c) free-
stream acceleration, (d) location of the beginning of heating, 
(e) maturity of the momentum boundary layer. The present 
paper presents only the "separate effects study," the details 
of the baseline case were reported by Simon and Moffat [11], 

The Experimental Apparatus 

The test rig, shown in Fig. 1, consisted of a closed-loop 
wind tunnel having a 90 deg bend in the middle of the test 
section. The test section included an approach region (200-cm 
long), the curved section (45-cm radius with 90 deg of turn
ing), and the recovery region (125-cm long). The tunnel cross 
section was 56-cm wide and 16.5-cm high. The static pressure 
was uniform everywhere along the surface of the test plate, 
including the curved region, within 2 percent of the dynamic 
head. Wall static pressure was controlled by a combination of 
wall shape and boundary layer bleed. The developing region 
was equipped with boundary layer suction for control of the 
boundary layer thickness. Secondary flow convergence angles 
were measured in the curved region and controlled by a 
combination of suction on the side walls and boundary layer 
fences on the test surface and in the recovery region. 

The test surface was made of copper, segmented in the 
streamwise direction. The segments in the preplate and in the 
recovery plate were heated with circulating hot water and were 
instrumented with built-in heat flux sensors. Each segment in 
the curved section was electrically heated and instrumented so 
heat transfer rates could be measured by energy balance 
means. 

Wall temperatures and boundary layer temperature profiles 
were measured with thermocouples. Instruments and ex
perimental procedures were designed in accordance with 
recommendations in the literature [12, 13, 14]. Details of the 
test can be found in [3]. 

Qualification Tests 

Upstream of the curved region, the potential core was 
uniform within 0.15 percent in mean velocity, and 0.05° C in 
temperature, with turbulence intensity less than 0.5 percent. 
Temperature and velocity could be maintained constant as 
long as desired. 

Spanwise variation of the momentum and enthalpy 
thicknesses were typically less than ±5 percent at the 
beginning of the curved region. Some secondary flow became 
noticeable at about 60 deg around the curve, but streamline 
convergence within the boundary layers did not exceed 2 deg 
within the central span of 13 cm, or 5 deg over a 25-cm span, 
anywhere. Most of the convergence was in the outer regions 
of the boundary layer and is not believed to have significantly 
influenced the surface heat transfer. Some nonuniformity of 
heat transfer was found within 2 cm of the edges of the test 
plate by special tests using surface-mounted heat flux gages, 
but an analysis of the conduction problem in the plates 
showed that this disturbance would not measurably affect the 
data taken in the center span. 

Energy balances were made, comparing integrations of the 
boundary layer traverses with integrations of the surface heat 
transfer data. Results agreed within 7 percent. This supports 
the view that the flow was substantially two-dimensional. 
Most of the 7 percent disagreement arose downstream of the 
curved region. 

Baseline data sets showed the preplate Stanton numbers to 
be within 5 percent of the expected correlation for flat plates 
(Figs. 2 and 3). Stanton numbers deduced from the tem
perature profiles agreed with those measured on the plates 
within 5 percent for all of the profiles, except the one farthest 
downstream, which was within 9 percent. 

Measurement of mean velocity in a curved flow field is 
complicated by the gradient of static pressure. In the present 
work the static pressure was measured at the test wall, and its 
distribution through the boundary layer was calculated 
assuming potential flow. 

Results and Discussion 

The Baseline Case. The baseline case is a fully turbulent 
boundary layer responding to the introduction and then 
withdrawal of convex curvature, subject to uniform wall 
static pressure and temperature. The ratio of initial boundary 
layer thickness to radius of curvature, 8/R, was 0.10. The wall 
to free-stream temperature difference, nominally 17°C, was 
uniform to within ±0.6°C. The momentum thickness 
Reynolds number was 4173, and the shape factor was 1.41 at 
the beginning of curvature, indicating a mature turbulent 
boundary layer. The Mh-order uncertainty in the Stanton 
number data was 3.5 percent in the developing and recovery 
regions and 4.8 percent in the curved region. The difference 
reflects different data reduction methods in the two regions. 

The effect of curvature on the Stanton number is quite 
dramatic (Fig. 2). The Stanton number decreases ~ 15 percent 
when the curvature is introduced and continues to decrease 
within the bend to ~ 35-40 percent below the value that would 
be expected on a flat wall (dashed line) for the same 

CP 

K 

M 
n 

Pr 
q" 
R 

ReS2 

ReA2 

= specific heat 
= acceleration parameter, 

v/Ulw(dUpw/ds) 
= Mach number 
= distance normal to the test 

wall 
= Prandtl number 
= heat flux 
= radius of curvature 
= momentum thickness 

Reynolds number, Upwb2/v 
= enthalpy thickness Reynolds 

number, UptvA2/v 

s 

St 

T 

up„ 

V 

5 

= streamwise distance 
referenced to start of cur
vature 

= Stanton number, a" /'pcp 

U (T -T ) 
w P W V J W l oof = temperature 

= the velocity that would exist 
at the test wall were there no 
boundary layer 

= mean velocity normal to the 
test wall 

= thickness of boundary layer, 
where mean velocity is 99 
percent of the potential flow 
mean velocity 

S2 = momentum thickness 
8sl = shear layer thickness, distance 

from wall where Reynolds 
shear stress profile ex
trapolates to zero 

A2 = enthalpy thickness 
p = density 
6 = angular distance around bend 
v = kinematic viscosity 

Subscripts 
pw = of the potential flow at the 

wall 
w = at the wall 
oo = in the free-stream 
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Fig. 3 The effect of streamwise convex curvature on turbulent 
boundary layer heat transfer-the baseline case (070280); 
«/fl(0 = O) = O.1O, Uplv=14.8m/s,K = 0.0 

streamwise distance. The recovery on the downstream flat 
wall is extremely slow. After 60 cm of recovery, the Stanton 
number is still ~ 15 percent below the flat-plate value. This is 
similar to the behavior of the skin friction, as noted by So and 
Mellor [10] and by Gillis and Johnston [8]. 

Removal of curvature seems to cause an abrupt, but small 
drop in Stanton number. This drop, which can be observed in 
each data set presented rests on more than the one data point 
involved; tests with surface-mounted heat flux meters support 
the finding. 

The data of Fig. 2 can be recast into enthalpy thickness 
Reynolds number coordinates, employing the two-
dimensional energy integral equation to calculate the growth 
in enthalpy thickness from the Stanton number data; velocity 
and temperature profiles at an upstream location were used to 
start the integration. These coordinates present data in a form 
which is less dependent on prior history of the boundary layer 
than the x-Reynolds number coordinates. The turbulent 
boundary layer flat isothermal wall correlation in these 
coordinates is [15] 

St = 0.0125Pr-a5ReA2
0-25 

The preplate data join this correlation as the effect of the 
unheated starting length disappears. When curvature is in
troduced, the data begin to drop below the correlation. Shown 
also is the equivalent correlation for a laminar boundary layer 
[15] 

St = 0.220 Pr 3 Re, 

The present curved wall data have a slope of - 1 , 0 , in these 
coordinates, suggesting "relaminarization." This same 

response was observed in strongly accelerated turbulent 
boundary layers [16]. The boundary layer, however, is not 
laminar. Turbulence measurements by Gillis and Johnston 
[8], for example, show that the curved boundary layer is still 
an active turbulent layer, but one in which the production of 
turbulence is contained within a thin region near the wall. The 
outer region still contains turbulent flow but has near-zero 
Reynolds stresses. 

After a sufficient distance downstream of the curve, the 
curvature effect should become distant history and the data 
should once again be on the flat wall correlation. The 
recovery is very slow, however, and at the end of the present 
recovery section, the Stanton number is still about 20 percent 
low. 

The Effect of the Initial Boundary Layer Thickness. The 
parameter S/R, "strength of curvature," has been found 
useful, when its magnitude is small. It appears, however, that 
beyond some critical value, b/R is of little further 
significance. Three cases were used in this study with 
b/R =0.10, 0.05, and 0.02 (each evaluated at the beginning of 
curvature). In enthalpy thickness coordinates, the data for 
b/R = 0A0 and 0.05 display the - 1 sloped line almost from 
the start of curvature. Because of this behavior these cases are 
considered "strong curvature" cases. 

Gillis and Johnston [9] found the inner layer thickness, bsl, 
to be equal to 0.03 R for both b/R = 0.10 and 0.05. One could 
surmise that, if no other parameter but b/R were changed, 
cases with b/R > 0.03 would have their region of active tur
bulence compressed to 0.03 R, whereas cases with b/R<0.03 
might grow until b/R = 0.03. 

The data of the b/R = 0.02 case are quite different from the 
"strong" curvature cases. The asymptotic state is approached 
much more slowly and only the last two data points suggest 
that the boundary layer may be approaching the asymptotic 
state. This is presumably because the boundary layer 
thickness was initially less than the asymptotic shear layer 
thickness and must grow. In spite of the "weak curvature" 
there is still an immediate decrease in Stanton number at the 
onset of curvature, similar to that seen for the strong cur
vature cases. The minimum Stanton numbers for the three 
cases are 30-40 percent below the flat-wall correlation. 

Within the 60-cm recovery length, the Stanton data for each 
case return to within 10-15 percent of the ReA2 correlation 
values. The rate of return of the Stanton number to the flat-
wall turbulent boundary layer correlation seems to be 
proportional to the difference between the local Stanton 
number and the flat plate Stanton number for the same ReA2. 

The Effect of U„ The value of Up„ has little effect on 
the variation of Stanton number within the curved region, 
considering the data in ReAj coordinates. The principal effect 
of Upw is to change the shape of the St versus ReAz curve in 
the very early curvature region without changing its eventual 
- 1 slope. The data within the curved region, for the three 
cases of differing Up„ eventually follow a - 1 relationship 
with ReA 2 . The low-velocity data approach a - 1 slope only 
after 30-40 percent of the curve has been completed. The 
midvelocity data quickly reach the - 1 correlation, and the 
highest-velocity case data drop below the - 1 correlation, 
then return to it within the first 20-30 deg of curvature. In the 
recovery region, the rate of recovery is approximately 
proportional to the distance from the flat-wall correlation for 
all three cases. 

Effect of Free-stream Acceleration. The curved boundary 
layer responds more vigorously to acceleration than does the 
flat-wall boundary layer. For this study streamwise curvature 
and constant K acceleration were combined within the curved 
region. There was no acceleration in the preplate and recovery 
regions. In their discussion of the accelerating boundary 
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layer, Kays and Moffat [16] point out that, for the asymp
totic-accelerated boundary layer, Re6 is constant while ReA 
continues to increase. In the present study, Re4 at the start of 
curvature was set to within 10 percent of the flat-plate 
asymptotic value corresponding to the value of K. 

Three cases with <5/.R = 0.05 were compared for the study: 
A>0.0, 0.57 x 10~6, and 1.25 x 10~6. The AT = 1.25 x 
10~6 case shows a different Stanton number trace within the 
curved region than seen in the preceding figures or in the case 
of milder acceleration. There apparently is an acceleration 
effect which is as important as the curvature effect. 

In the prior work on accelerating boundary layers on flat 
walls (e.g. [16]), it has been found that acceleration with 
#=0.57 x 10"6 does not significantly influence heat transfer 
rates. Acceleration with K = 1.45 x 10 ~6 results in a -0.5 
slope in Stanton number versus ReA coordinates and #=2.5 

i.O slope in these x 10 ~6 would be required to have a 
coordinates. 

Curvature increases the sensitivity to acceleration. With 
both curvature and strong acceleration (K = 1.25 x 10~6) the 
slope of Stanton number versus ReA is approximately -2.0. 
The case of #=0.57 x 10"6 with curvature approaches an 
eventual - 1 slope at the end of the curved region, but there 
appears to be an effect of even this small acceleration at the 
beginning of curvature. 

Effect of Unheated Starting Length. In this study a 
thermal boundary layer grows within a mature turbulent 
momentum boundary layer. Its growth is initiated with a 
15°C step in test wall temperature downstream of an unheated 
length. After the step, the wall is isothermal. Two cases are 
discussed. In the first (Fig. 7) the step is at the start of cur
vature, and in the second (Fig. 8) the step is at the end of the 
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Fig. 7 The effect of unheated starting length on convex-curved tur
bulent boundary layer heat transfer-heating begins at the start of 
curvature 
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bulent boundary layer heat transfer-heating begins at the end of 
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curved section (the beginning of the recovery section). 
Curvature effects are observed by comparing the data to the 
flat-wall unheated starting length prediction. Unheated 
starting length effects are seen by comparing the flat-wall 
correlation and the unheated starting length prediction. 

In the case where the wall temperature steps at the start of 
the curved section (Fig. 7), the heat transfer data eventually 
become similar to data of cases discussed in previous sections 
which had no unheated starting length effect. There is a small 
influence of curvature initially, but farther downstream, 
curvature becomes more influential. After 70 deg of turning, 
Stanton numbers begin to drop rapidly and eventually assume 
the - 1 sloped trajectory observed in previous cases. Data 
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Fig. 9 The effect of initial momentum thickness Reynolds number on 
convex-curved turbulent boundary layer heat transfer 

showing recovery from curvature are also similar to those 
observed for cases without unheated starting length effects (a 
partial data set for such a case is shown). 

In the second unheated starting length case where the wall 
temperature is stepped at the end of the curved section (Fig. 
8), the effect of curvature and the effect of the unheated 
starting length are nearly equally prominent. Recovery from 
the two effects progresses at nearly the same rate. By the end 
of the recovery section, the reduction of Stanton number 
attributable to each effect is 7-8 percent. 

Observations from this study are consistent with the "shear 
layer" model discussed previously. In the case where the 
thermal boundary layer begins growing at the start of cur
vature (Fig. 7), the thermal boundary layer is initially too thin 
to be influenced greatly by curvature (predominantly an outer 
region effect). Farther downstream, the shear length, which is 
also the region of active turbulent transport of thermal 
energy, begins to fill with heated fluid and the curvature 
constraint becomes more prominent. When the shear layer 
has been heated to its full thickness, heat transfer rates begin 
to drop with a - 1 slope. Calculated temperature profiles 
from the flat wall unheated starting length prediction show 
that at ReA? ~ 1200, where the St data of Fig. 7 begin the - 1 
slope, the thermal boundary layer thickness is approximately 
3 percent of the radius of curvature. This supports the earlier 
hypothesis that the shear layer (also the layer of active 
transport) is constrained to 0.03R by strong convex curvature. 

When heating is initiated at the start of recovery from 
curvature (Fig. 8), the thermal boundary layer grows inside 
the shear layer which, in turn, is growing inside the velocity 
boundary layer. Gillis and Johnston [9] have shown that the 
shear layer recovers from curvature slowly. It is felt that the 
Stanton number data for this unheated starting length case are 
slightly below the flat-wall unheated starting length prediction 
values because slow recovery from curvature (slow regrowth 
of 8sl is restraining growth of the thermal boundary layer). 

The Effect of Transition and the Maturity of the 
Momentum Boundary Layer. Convex curvature delays the 
onset of and retards the completion of transition. Tran
sitional boundary layers recover quickly, after curvature ends, 
compared with more mature boundary layers. The descriptor 
Re{ at the start of curvature was used to identify the maturity 
of the momentum boundary layer, which for this study varied 
from 275 (laminar-to-early transitional) to the baseline case of 
4173 (a fully turbulent boundary layer). 

In Fig. 9, the data with Re^ =874 at the beginning of 
curvature do not demonstrate the existence of the - 1 slope 
although such a region may have been developing near the end 
of curvature. For both cases with Re6 > 1000, the - 1 slope is 
apparent almost from the onset of curvature. The response of 
low Reynolds number boundary layers is entirely different 
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Fig. 10 The effect of streamwise convex curvature on transitional 
boundary layer heat transfer 

(Fig. 10). A plausible hypothesis concerning this difference 
can be based on the previously discussed "shear layer" 
model. If the boundary layer is sufficiently mature, the layer 
which will become the "shear layer" (the inner region, of 
about 0.03R) is already occupied by fluid with well-
established turbulence properties. When curvature is in
troduced, the inner region turbulence structures are quickly 
rescaled (to be consistent with the "shear layer" thickness) 
while the outer region becomes uncorrelated. If the boundary 
layer is laminar or early transitional (Fig. 10), a turbulent 
"shear layer" region must be developed before the - 1 sloped 
trajectory can be displayed. 

Laminar and early transitional flows recover more quickly 
because they do not have the outer layer of decaying tur
bulence found in the turbulent and late transitional cases. 

Curvature retards transition (Fig. 10). When curvature is 
released, the boundary layer rapidly completes its transition 
on the recovery plate, reaching turbulent flat-wall behavior. 
Figure 10 shows two cases in which the boundary layers are 
just beginning transition at the onset of curvature as indicated 
by a rise in Stanton number above the laminar correlation. 
They show that curvature affected but did not prevent 
transition. At the onset of curvature, the Stanton number data 
immediately fall nearly to the laminar correlation but im
mediately began to rise again-almost as though transition 
had restarted. 

Interaction Between Variables. In making separate effects 
studies, there were instances in which the characteristics of the 
apparatus made it impossible to change only one factor at a 
time. 

In the study concerning the effects of boundary layer 
thickness, it was not possible to create three fully mature 
boundary layers (i.e., ReS2>1000) with different values of 
8/R while, at the same time keeping the free-stream velocity 
constant at 14 m/s. One test case, &/R = 0.02, was run with 
Up„ =24 m/s (Table 1). The effect of the difference in Upw 
(from 14 to 24 m/s) was judged to be insignificant, relying on 
the evidence in Fig. 5: the effect of Upyl on heat transfer. 
Those data showed that Upw had little or no effect if the heat 
transfer was described in local coordinates. 

Similarly, tests investigating free-stream velocity at con
stant boundary layer thickness was slightly "contaminated" 
by changes in boundary layer thickness. Once again, the 
evidence developed from large, intentional changes in 
boundary layer thickness (Fig. 4) showed that the unavoidable 
changes occurring on Fig. 5 could be ignored. Similar 
arguments were relied upon in the study of transition and 
acceleration effects. 

Another possible source of contamination is the unheated 
starting length effect in cases where this effect was not 
desired. Thicker boundary layers were created by moving the 
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Table 1 Case descriptors 

Case# 

070280 
022680 
060480 
112779 
011380 
113079 
030280 
010680 
012480 
062880 
062580 

042280 
051080 

Up„(m/s) 

(ref.) 

14.8 
14.5 
24.2 
26.4 
7.0 
14.5 
14.5 
7.0 
5.2 
12.4 
7.0 

13.3 
9.0 

Reh 

(6 = 0) 

4173 
2563 
1724 
4795 
1696 
2563 
2563 
1060 
874 
724 
275 

2313 
1349 

o/R 
(6 = 0) 

0.10 
0.05 
0.02 
0.06 
0.08 
0.05 
0.05 
0.05 
0.06 
0.02 
0.02 

0.05 
0.05 

T.B.L. 
Virtual 
Origin 
(cm) 

-214 
-119 
-39 
-142 
-147 
-119 
-119 
-81 
-86 
-30 
-15 

-113 
-85 

ReA2 

0 = 0 

1775 
1825 
1755 
2476 
998 
0 
0 

697 
480 
600 
472 

1560 
1181 

ReA2 

9 = 90° 

2845 
2892 
3572 
4368 
1496 
1498 

0 
1270 
953 
1109 
746 

2869 
2038 

boundary layer trip upstream, making the trips thicker and 
using multiple trips. The location of the beginning of heating 
was fixed, however. Therefore, thicker boundary layer cases 
had longer effective unheated starting lengths. The most 
severe case is the base case with b/R = 0.10 (Fig. 3). It is felt 
that even in this most severe case, unheated starting length 
effects are not significant because the data lie on the turbulent 
flat wall correlation far upstream of the beginning of cur
vature, indicating a complete recovery from the far upstream 
adiabatic length (see Fig. 3). All other cases, except those in 
the unheated starting length study, would have even smaller 
effects. 

Conclusions and Recommendations 

Surface heat transfer rates have been measured for several 
different flows on an isothermal, convexly curved surface. 
Free stream velocity, boundary layer thickness, acceleration, 
and unheated starting length were varied systematically to 
produce a broad data base. Both turbulent and transitional 
boundary layers were studied. 
The principal conclusions are: 

1 The present work confirms that the effect of convex 
curvature on heat transfer rates is significant with Stanton 
numbers reduced 20-50 percent below flat wall values. There 
is an immediate drop in Stanton number at the beginning of 
curvature and a continued decline throughout the curved 
region. 

2 Recovery from curvature on a downstream flat wall is 
extremely slow; after 60 cm (15-20 boundary layer 
thicknesses), Stanton numbers were still 15-20 percent below 
flat wall values for the same ReA . 

3 The Stanton number behavior of the boundary layers 
tested in this program suggest the existence of an asymptotic 
convex curvature condition characterized by St a ReA,1 • 

4 Boundary layer thickness, free-stream velocity, 
unheated starting length, and boundary layer maturity do not 
alter the eventual asymptotic state characterized by the - 1 
slope. There are some small effects visible on the initial 
response to the introduction of curvature and the rate at 
which the asymptotic state is approached. 

5 Convex curvature increases the boundary layer's 
sensitivity to acceleration. 

6 Convex curvature delays and retards transition. 

Availability of Data 

Reference [3] contains tabulated data for all the cases 
presented herein. This data includes streamwise variation of 
St, ReA2 , Rex, T„, and Upw and starting profiles of mean 
temperature and velocity 35 cm upstream of the beginning of 
curvature. Also, profiles of mean temperature and velocity at 

seven streamwise locations are presented for cases 070280 and 
022680. 
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The Response of a Turbulent 
Boundary Layer to a Double Step-
Change in a Wall Heat Flux 
Extensive measurements were made of the response of a turbulent boundary layer 
to a double step change of wall heat flux. The measurements include mean tem
perature and velocity asjyell as temperature-velocity correlations up to third order 
occurring in the d2 and vd transport equations together with the skewness and 
flatness of temperature fluctuations. Two thermal layers start to develop within the 
primary boundary layer due to the change in heat flux at boundary. These layers are 
characterized with different growth rates which depend on the wall heat flux. Most 
of the changes in the downstream stations take place inside the second thermal 
layer. 

1 Introduction 

The problem of scalar transport by turbulence is of great 
importance in engineering studies. If the Reynolds analogy 
between heat and momentum was valid for any flow situation 
one could expect that the predictions of such flows would be 
simple. In fact, this analogy is not always valid, and the 
various prediction methods need accurate velocity-
temperature (or concentration) correlation measurements. 
The Reynolds analogy could be valid if both thermal and 
hydrodynamic fields had the same boundary conditions. 

The flow immediately after a simple step change in surface 
heat flux (unheated to heated wall) has a relaxation distance 
of 100 boundary layer thicknesses where the flow has almost 
established to fully developed heated boundary layer [2]. 

In the present flow a zero pressure gradient boundary layer 
over a smooth wall is subjected to a wall heat flux "impulse," 
i.e., the developing thermal field after the first step change in 
surface temperature has to readjust again after the second and 
sudden change in wall heat flux. The experiment is shown 
schematically in Fig. 1. A fully developed boundary layer has 
formed on the upstream surface with zero heat flux, Qw. At 
x = 0, the wall heat flux abruptly changes to a significant value 
and after 1T — 380 changes again to the value of zero. 

The aim of the present experiment is twofold. First, it is a 
more severe test of calculation methods as the second step 
change at l r = 1 5 0 mm (Fig. 1) occurs before the flow has 
fully adjusted to the new heated surface. Second, the response 
of a boundary layer to a double surface temperature changes 
in a very short distance, gives further indication of the 
transport of heat by turbulence. The origin for the momentum 
and thermal layers are not coincident. In fact, the thermal 
layers are developing inside the initial boundary layer. An
dreopoulos and Wood [3] investigated the response of a high 
Re number boundary layer to a short length of surface 
roughness. In both cases, sudden changes on boundary 
conditions show some similarity in the development of the 
internal layers and in the transportation of the disturbance 
caused by these changes towards the outer layer but 
similarities in transport of momentum and heat were not 
expected. 

2 Experimental Techniques 

The measurements were made in the closed circuit wind 
tunnel of the Sonderforschungsbereich 80 which has a 6-m-
long by 1.5-m i.d. octagonally shaped working section. A flat 

plate was installed at about 0.28 m from the tunnels's floor 
(see Fig. 2). The heated wall part had a length of 150 mm 
( = 350). It was located at 2.95 m from the leading edge, and it 
was made from a thin brass plate, a heating element, and two 
thick layers of asbestos. The material of the rest of the plate 
was formica. Mean temperature was measured with Phillips 
Chromel-Alumel thermocouple type Tl . The wall at x>0 
(including the downstream unheated part) was fitted with the 
same type of thermocouples 0.25 mm in diameter. The 
thermocouple e.m.f. was measured with a PRIMA 5060 
voltmeter with a resolution of 0.1 /tV. The experiments were 
made at three different values of heating: 1007 w, 310 w, and 
105 w, corresponding roughly to Tw-Te = l0O°C, 50°C, 
10°C, respectively. Fully described details of the experimental 
arrangement and data tabulations of the mean temperature 
and velocity fields can be found in the work by Triantafyllou 
[6]. Quoting from there, the estimates of heat losses by 
radiation are of the order of 0.2 percent for the worst case of 
<2„, = 1007 w, while a balance between the transported heat 
and the heat input show an out of balance term in percent of 
the heat input as follows: 4 percent for Qw = 105 w, 12 percent 
for Qw =310 w, and 14 percent for Qw = 1007 w. This can be 
attributed to heat losses, experimental error, and/or 
numerical error in the integration of the mean heat-flux 
profiles. The isothermal flow conditions at x = 0 are shown in 
Table 1. 

Turbulence measurements were measured with DISA 
55M01 C.T.A. and DISA miniature crosswire probes with 3-

14.9 m/s 

Boundary 
layer 

50 mm 

Table 1 

cf 

0.00285 

Re = Ue6
xx/v 

5200 
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14, 1982. Fig. 1 Flow configuration 
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Fig. 2 Experimental arrangement (dimensions in mm) 

jim home-made wire. Temperature fluctuations were 
measured by a 0.6-/im "cold" wire (resistance thermometer) 
mounted in a probe clamped to the side of the crosswire. The 
technique is similar to that described by Andreopoulos and 
Bradshaw [1]. The cold wire was operated with a heating 
current of 0.29 mA to avoid undesirable velocity fluctuations 
on the temperature wire. Its output voltage was compensated 
for thermal inertia by a conventional operational amplifier 
network. The time constant is a function of the instantaneous 
velocity normal to the wire. Therefore, the compensator must 
be set at each point because of the velocity variation across the 
boundary layer. However, Smits [7] estimated that a variation 
of 10 percent in the mean velocity will cause an error of only 3 
percent in the sensitivity at high frequencies, and the error in 
the broad band temperature fluctuations will be much less 
than this. It is also pointed out in [13] that for wire-length to 
wire-diameter ratios above 1000, the time constant is reduced 
and the system is less sensitive to compensation errors. 
Therefore, the time constant was adjusted once only in the 
region where the intermittency was bout 0.5, so that the signal 
was falling to the Te level as sharply as possible but without 
any overshoot. The instantaneous x-wire velocity signals were 
corrected for temperature contamination according to the 
method of Dean and Bradshaw [8], which is based on the 
value of the instantaneous temperature. If no corrections were 
applied, the expected error for the case of Qw = 105 w where 
turbulence measurements have been made could be of the 
order of 10-15 percent on turbulence intensities. The ratio of 
the velocity sensitivity to temperature sensitivity of the 
temperature wire found to be of the order of 3.2 10~3 °C/m/s 
by using Wyngaard's formula from [14], This value results in 
a typical error of 1-2 percent on #-rms. A check on the noise 
level of the temperature wire in the absence of heating at 
y + — 60, which is the closest to the wall measuring point with 
roughly 15 percent turbulence intensity, gave a signal to noise 

ratio of 9 to 1. This noise level includes possible velocity 
fluctuations, electronic noise, or background temperature 
fluctuations. Finally the errors in the turbulence measure
ments are estimated to be of the order of 7 percent on i?2, 8-12 
percent on mixed temperature-velocity correlations and 15-18 
percent on the third-order correlations. Approximately 40 
min of operating time were required for the flow field to reach 
a steady state. All signals were digitized at 5 kHz per channel 
on the HP-Fourier Analyzer and recorded on magnetic tapes 
for later data reduction. Full description of the data 
acquisition processing system is given in [9]. 

The temperature and the velocity fields were found to be 
uniform in the spanwise direction, and the flux Richardson 
number which characterizes the ratio of the buoyant 
production to the shear production of turbulent kinetic energy 
was found to be very small (of the order of 0.0022). Generally 
the dynamic effects of the weak heating were found to be 
negligible and thus the temperature served merely as a passive 
contaminant, although some weak stratification effects may 
be present in the viscous sublayer in the high heating case 
only, but it is believed to be restricted only in the very near to 
the wall region, (the ratio Gr/Re2 was of the order of 0.0069). 

The results include velocity-temperature correlations up to 
third order, together with the flatness and skewness. 

3 Results and Discussion 

The present flow shows some similarities with the flow 
described in [3]. Both flows adjust themselves to the new wall 
conditions by forming two internal layers which denote the 
outward extent of the influence of abrupt changes of wall 
conditions. The first thermal layer is formed by the first step 
change in wall temperature (case of cold to hot change) and 
the second is a result of a second step change in wall tem
perature (case of hold to cold). The second internal layer 

N o m e n c l a t u r e 

cf = skin friction coefficient L / 
rw(/0.5) Ulp 

cp = specific heat at constant 
pressure 

Fg = flatness of temperature 
fluctuations 

Q = heat transfer per unit area 
per unit time 

lT = length of heated surface 
Pr, = (-uv/dU/dy)/(-vd/df 

/dy), turbulent Prandtl 
number 

Sd = skewness of temperature 
fluctuations 

S, = Qw/PcpUe(T„-Te), 
Stanton number 

T = mean temperature 
i? = fluctuating temperature 

Or = Qw/pcpur 

u,v,w = fluctuating velocity 
components in x-, y-, z-
directions 

uT = friction velocity 
y+ = u7y/v 

h = boundary layer thickness 
<5XX = momentum thickness 

%T\$TI = height (thickness) of the 
first and second thermal 

internal layer, respec
tively 

5„ = j "u/Ue(T- Te) 
/(T„-Te)dy enthalpy 
thickness 

p = density 
v = kinematic viscosity 
r = shear stress 

Subscripts 

e = 

w = 
o = 

value at the boundary 
layer edge 
value at surface 
value at the origin 
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grows inside the first, whose height is not expected to be 
affected by the presence of the second. The height of both 
internal layers, which indicates the rate of propagation of the 
thermal disturbance, was found as the points at which suc
cessive mean or temperature fluctuation profiles merged. 
More precisely, mean longitudinal temperature gradients 
bf/bx were compared to t{T„ - Te)/b where T„ and Te are 
the heated wall and free-stream temperature, respectively, 8 is 
the thickness of the boundary layer, and e some suitable small 
number. The height of the internal layer is defined as the 
distance, y, where 

dT 
~bx 

e(Tw-Te) 

5 
(1) 

The value e depends on the available accuracy of mean 
temperature measurements and the uncertainities involved in 
deducing the longitudinal gradients. 

The growth of the thermal layers is shown in Fig. 3, for the 
three different heating cases together with the outer boundary 
layer growth. It is clear that the higher the heat flux, the 
higher the edge of the thermal layer and the smaller the edge 
of the second layer. This means that the "plume" from the 
heated wall strip has a faster spreading rate at higher heat 
fluxes. In all cases the growth rates of the first thermal layer is 
very high in its early stage of development and then gradually 
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Fig. 5 Friction temperature and Stanton number distributions 

reduces to smaller values up to the position where the thermal 
layer edge meets that of the momentum boundary layer. At 
this point the growth rate of both seems to match each other, 
and the two layers have started to interact between each other 
in an unknown way. There the viscous superlayer is expected 
to play a predominant role. If the thermal field was fully 
developed and because the turbulent Pr, for air is roughly 
equal to one, the edges of these layers should coincide. 
However, this is not the case here, because the thermal one is 
still developing even at the distance of 30 5 downstream of its 
origin. 

The growth rate of the second thermal layer seems to be 
very high at the beginning but very soon drops down to much 
smaller values. This is an essential difference from the first 
layer, which seems to affect the second rather than to be 
affected by that. 

Figure 4 shows the mean temperature distribution above the 
free-stream temperature at various downstream positions. 
They have been nondimensionalised by Tw-Te. The profiles 
downstream the trailing edge of the heated wall, i.e., for 
X ^ 1 5 0 mm, have been nondimensionalised by Tw-Te at 
x=150 mm, since further downstream Tw-Te is small, 
practically zero. As scale for the distances from the wall the 
thickness 6Tl of the first (outer) thermal layer has been used. 
It can be seen that the use of these two scales to present the 
results make the data to collapse, only in the region above the 
heated wall. At the first downstrean station, x = 175 mm mean 
temperatures fall to about 20 percent of Tw-Te and the 
resulting very high but negative longitudinal gradient bt/bxis 
expected to contribute significantly in the production of t?2 or 
vd. Further downstream, mean temperature distribution 
continues to drop, and at x = 650 mm (the last measuring 
station, which corresponds to about 13 initial boundary layer 
thicknesses), the maximum temperature difference has a value 
of 0.03 of Tw-Te. The edge of the second internal layer is 
also shown in Fig. 4. Inside this layer the temperatures are not 
zero. This is an important feature of the flow which does not 
allow us to call the heated present flow a rising plume, 
because outside the plume the mean temperature is zero. 

The longitudinal variation of the friction temperature 9T 
and Stanton number St is shown in Fig. 5. The wall heat flux 
Qw has been obtained from the mean temperature gradient 
very close to the wall (first measuring point at y+ = 10) and 
accounts for about 93 percent of the electrical heat inputs. It 
was found to be fairly constant above the heated part of the 
plate except probably at A: =150 mm where some "end ef
fects" are present. In fact, Qw has the same distribution as dr 
since uT decreases very slowly with x. The friction temperature 
changes abruptly at x= 150. At the first downstream station it 
has a rather small value, although above a nominally 
adiabatic wall must be zero. This is reflected on the St number 
distribution as well, but since Qw/Tw- Te goes slower to zero 
than Q„, St does not change so suddenly with x, as ft. does. 
There are some weak evidences that the St number is smaller 
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at higher heating rates not only above the heated strip where it 
reduces slowly with x but even at the immediately downstream 
stations. 

Figure 6 shows the longitudinal variation of the enthalpy, 
thickness bH. Around the trailing edge, bH reaches its 
maximum value of 5 percent of the total boundary layer 
thickness. Exactly after that point, it drops, suddenly at the 
beginning and slowly later and about x= 1500 ( = 305) seems 
to reach an asymptotic value of 0.8 percent of local boundary 
layer thickness. Again, in the relaxation region some heating 
power effects are present: the higher the heat flux, the smaller 
the enthalpy thickness. The results of the integral analysis of 
Kays [12] to predict S^, 6T and 8H have also been in
corporated in Figs. 3, 5, 6, respectively. A comparison with 
the measurements shows a rather good agreement although 
for predictions of the details of the temperature profiles, a 
more sophisticated analysis is needed. 

Figure 7 shows the temperature fluctuation, d2, distribu
tion at various downstream stations. The results are nor
malized by 6r and 5 n , except for x ^ 150 mm where the value 
of 67 at x= 150 has been used. It is rather difficult to say that 
the profiles above the heated plate region collapse as the data 
of Antonia et al. [2] surprisingly do, since near-similarity 
assumes thermal equilibrium of the flow in the near wall 
region. Generally, agreement with those data for the case of 
C-*H (cold to hot change) is not to be expected since Antonia 
et al. have taken measurments at longer distances from the 
first step than the present and probably only their first profile 
may compare with the last profile, at x= 150 of the present 
data, which have been obtained very close to the step. 

In the heated near wall region, temperature fluctuations are 
high, indicating that partially heated flat-plate fluid alternates 
with nonheated turbulent fluid from the oncoming boundary 
layer, while in the outer region most of the fluid is cold. In the 
downstream wall region, however, the temperature fluc
tuations reduce, particularly inside the second internal layer 
were the gradient dd2/dy is positive over a great part of the 
layer. 

Figures 8 and 9 shows the velocity-temperature correlations 
at various positions downstream. Both are involved in the 
mean enthalpy equation 
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Fig. 10 Balance of terms in mean enthalpy equation. All terms are 
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x = 175 mm. Solid line , out of balance term at x = 150 mm. 

- dT - dT dvd dud 
U^T + V^T~ + IT + IT =° & (2) 

ox dy dy dx 
Since_the flow is developing, longitudinal gradients like df/dx 
and dud/dx are not negligible and particularly the last one, 
which is usually very small in two-dimensional thin shear 
layers, has significant values. It is very interesting to see how 
fi? profiles develop at downstream stations. They start with 
some negative values at the near wall region and gradually 
become positive at higher x as it is in the usually fully heated 
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boundary layer. It is worth noting that in the outer part of all 
profiles vd is positive with negative gradient dvd/dy. 
This rather surprising behavior of vd implies changes in the 
other terms of (2), which are shown in Fig. 10 where balances 
of all terms included in (2) are plotted, for *= 150 mm and 
175 mrn^ Somewhere around the middle of the thermal 
layer dvd/dy changes sign and becomes negative. Roughly 
at the same position the longitudinal gradient of ud becomes 
positive, although it has smaller values that dvd/dy. In the 
outer part of_the flow, the term UdT/dx counterbalances 
the negative dvd/dy and V dt/dy. In the wall region, i.e., y 
= 0.5SrLLand above the heated part of the plate (case of 
x= 150) dvd/dy is positive as is UdT/dx; there are coun
terbalanced mainly by_Vdf/dy. Closer to the wall, i.e., at 
y — 0.2 8n, the term dud/dx reaches significant negative 
values while the longitudinal gradient dT/dx is small. At the 
downstream station, x= 175 mm, however; dud/dx is rather 
small, and the UdT/dx is negative, with the rest of the terms 
having the same behavior as atx= 150 mm. 

It is remarkable to say that vd crosses zero and reaches 
negative values exactly at the point where the shear stress start 
to decrease at the beginning of the logarithmic region around 
7/5 = 0.04 (y+ =80) (or y/6n =0.4). The thermal layer at 
y/8ri = 0-4 is in the constant shear stress region, i.e., in the 
logarithmic law region of the momentum boundary layer, 
where the produced turbulent kinetic energy is directly 
dissipated. However, the equivalent feature in the thermal 
field is not valid because there is no thermal equilibrium in 
rapidly developing flows very close to step changes in wall 
heat flux. 

The eddy diffusivity concept which relates the heat flux, 
-vd, with the mean temperature gradient, dt/dy, is not ex
pected to be valid at least in regions over the heated strip, for 
obvious reasons. For similar reasons the turbulent Prandtl 
number does not behave well. Only in the outer region does it 
have a value close to one. Figure 11 and 12 show the 
distributions of skewness and flatness of temperature fluc
tuations. In the outer part of the flow, i.e., near the edge of 
the first thermal layer, both quantities reach very high values 

indicating appreciable deviations from a Gaussian 
distribution. The main reason for this behavior seems to be 
the highly intermittent character of the flow, i.e., the "time
sharing" effect between the heated and nonheated eddies of 
the flow. The values of Sd and Fd decrease slightly at 
downstream stations. In fact, downstream of the heatd part 
of the plate and close to the wall region, S# starts to have 
negative values, which is in agreement with the measurements 
of [5] or the fully heated boundary layer of Chen and 
Blackwelder [10] or Zaric [11]. 

Conclusions 

The foregoing measurements are believed to give a good 
picture of the temperature-velocity correlations in the flow 
field over a short heated part of the wall. The flow consists of 
two step changes in wall heat flux: one, cold (unheated) to hot 
which takes place at the leading edge of the heated strip; and 
another, hot to cold which takes place within a short distance 
after the first. However, the present case can be considered as 
a simple superposition of these simpler flows, like those 
described in [2] and [5]. Both step changes are associated with 
the appearance of two internal layers having quite different 
growth rates. In fact, the second one which starts to develop 
later in time, has smaller growth rates and seems to be af
fected by the first one considerably. In addition, both growth 
rates seem to depend on the amount of the wall heat flux at 
least at their early stages of development. At the downstream 
stations, changes start to happen first - inside the second layer 
then they propagate outwards. In this region, mean tem
perature and fluctuations are decreased considerably while the 
turbulent heat flux, vd, has negative values and some con
ductivity effects may be present. This limits the possibility of 
using the eddy diffusivity concept to calculate the flow. 

Acknowledgment 

The author wishes to acknowledge the financial support 
provided by the Deutsche Forschungsgemeinschaft as part of 
the project A 33. Fruitful discussions with Dr. D. H. Wood 
are also acknowledged. 

References 

1 Andreopoulos, J., and Bradshaw, P., "The Thermal Boundary Layer far 
Downstream of a Spanwise Line Source of Heat," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 102, 1980, pp. 755-760. 

2 Antonia, R. A., Danh, H. Q., and Prabhu, A., Journal of Fluid 
Mechanics, Vol. 80, 1977, pp. 153-177. 

3 Andreopoulos, J., and Wood, D. H., "The Response of a Boundary 
Layer to a Short Length of Surface Roughness," Journal of Fluid Mechanics, 
Vol. 118, 1982, pp. 143-164. 

4 Bradshaw, P. , andFerris, D. H., NPLReportNo. 1271,1968. 
5 Subramanian, C. S., and Antonia, R. A., "Study of Turbulent Boundary 

Layer Downstream of Sudden Decrease in Wall Heat-Flux," 7th Australasian 
Hydraulics and Fluid Mech. Conference, Brisbane, Australia, 1980. 

6 Triantafyllou, E., "Das Verhalten der turbulenten Wandgrenzschicht bei 
Str'dmungen uber einen beheizten Streifen," Diplomarbeit, SFB 80 Universitat 
Karlsruhe, 1982. 

7 Smits, A., "Further Development of Hot-Wire and LASER Methods in 
Fluid Mechanics," PhD thesis, University of Melbourne, 1974. 

8 Dean, R. B., and Bradshaw, P. , "Measurements of Interacting Shear 
Layers in a Duct," Journal of Fluid Mechanics, Vol. 78,1976, pp. 641-678. 

9 Andreopoulos, J., "Digital Techniques and Computer Programs for Hot-
Wire Data Processing," Report SFB 80/ME/181, 1980. 

10 Chen, C. P. , and Blackwelder, R. F., "Large-Scale Motion in a Tur
bulent Boundary Layer: A Study Using Temperature Contamination," Journal 
of Fluid Mechanics, 89,1,1978. 

11 Zaric, Z., "Contribution a l'etude statisique de la turbulence partiale," 
These doctorat d' etude et sciences physiques, Universite Paris VI, 1974. 

12 Kays, W. M., Convective Heat and Mass Transfer, McGraw-Hill, 1966, 
p. 244. 

13 Smits A. J., Perry A. E., and Hoffmann, J. PhysicsE: Sci. Instrum, Vol. 
11, 1978, pp. 909-914. 

14 Wyngaard, J. C , The Effect of Velocity Sensitivity on the Temperature 
Derivatives Statistics in Isotropic Turbulence,'' Journal of Fluid Mechanics, 
Vol.48, 1971, pp. 763-769. 

Journal of Heat Transfer NOVEMBER 1983, Vol. 105/845 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. Caspi 
Lawrence Berkeley Laboratory, 

University of California, 
Berkeley, Calif. 94720 

T. H. K. Frederking 
University of California, 

Los Angeles, Calif. 90024 

Influence of Forced Flow on the 
He ll-He 1 Transition in the 
Presence of Heat Flow 
The influence of forced flow on the He I-He II, two-phase flow has been studied 
during heat transfer to superfluid He II in a U-shaped tube, at pressures from 2.4 
bar to 10 bar, bath temperatures from 1.6 K to 2.1 K, and flow velocities from zero 
internally applied speed ("zero net mass flow") to the order of0.1 cm/s. Within 
this range of conditions, forced flow (;') did not influence heat transfer prior to 
phase transitions more than 10 percent; (/'/) reduced temperature excursions at 
lambda phase transitions by a factor of 2 at most with respect to zero net mass flow; 
(Hi) did not influence the limiting heat flux density at initiation of the lambda 
transition in the supercritical pressure range covered. 

1 Introduction 

Superconducting magnets are refrigerated nearly ex
clusively by liquid He I using pool boiling or forced flow. 
Technology improvements recently have created interest in 
magnet operation at 1.8 K in superfluid He II [1]. It boosts 
critical magnetic fields and accomplishes excellent ther
mostatic bath stability. For optimum conductor stabilization, 
appropriate choices of the He II states and modes of 
operation are required. 

First attempts to obtain the desirable state have focused on 
operation from 1 bar to supercritical pressures (P>PC; 
Pc=2.3 bar). Data obtained showed three regimes of 
operation along isobars: (/) He II-dominated heat transfer; (/'/) 
transition from He II to He I (lambda transition); (Hi) He I-
He II, two-phase motion due to formation of wall-adjacent 
He I domains. The latter cause large thermal impedances. The 
present paper has as its purpose the study of the influence of 
small forced convection speeds on these phenomena. A 
simple, two-phase model is summarized to elucidate im
portant flow phenomena (section 2). The experiments are 
described in section 3 and discussed in section 4. Conclusions 
are given in section 5. Early results have been outlined 
elsewhere [2, 3]. 

2 Theoretical Discussion 

The discussion below is a summary of physical assessment 
detailed in [4]. An assessment of the entrance length is con
sidered because of the short heated section. He I, being a 
classical Newtonian fluid, requires an entrance length of 
about 10 cm to achieve a fully developed flow (velocity 0.1 
cm/s, radius 0.2 cm). Since Pr is of the order of unity, the 
thermal entrance length is of the same order. In He II, this 
type of assessment is difficult since the liquid is non-
Newtonian. However, in the Gorter-Mellink regime [4, 5], an 
order-of-magnitude approach in terms of the apparent 
thermal diffusivity is permitted. This estimate of a thermal 
entrance length of 10"6 cm indicates that He II is reminiscent 
of the behavior of low Pr-number fluids, e.g. liquid metals. It 
is therefore concluded that the He II flow may be considered 
developed in the present experiment. 

Two-Phase Flow. After the lambda transition has been 
initiated due to heat supply from the duct walls, a "hot" He I 
layer is formed in the He I-He II, two-phase flow regime. In 
view of the entrance conditions discussed so far, He II 

constitutes a heat sink with a very large thermal conductance, 
i.e., a reservoir in the thermodynamic sense. Consequently, 
there is a large Ar, in He I, and a small ATn in He II during 
the two-phase flow. He II is assumed to cause a negligible 
momentum transfer at the He II-He I interface where the 
latent heat of phase change is absent. This set of ther
modynamic conditions appears to permit unimpeded motion 
of He II in the hydrodynamic sense. 

The thermal conductivity of the He I layer is of the order 
10 -4 to 10"3 Wcm~' K - 1 , i.e., up to five orders below the 
He II values. This causes the major thermal resistance to 
reside in the He I layer. This suggests the use of a simple flow 
model whose limited cases are discussed below. 

Flow Model. The flow configuration is a He I film in the 
entrance region of a duct (Fig. 1). According to the classical 
boundary conditions [6], He I is sticking to the wall. There is 
zero shear at the He I-He II interface. The walls are presumed 
isothermal, and constant properties are introduced. For 
recognition of salient flow features two extreme cases of 
predominant gravitational motion and governing forced 
convection are considered. We shall then superpose the two 
effects and take their ratio with respect to the gravitational 
buoyancy case (zero net mass flow). Subsequently, the 
resulting flow equation will be compared with experimental 
results. 

Using a simplified version of the equations of motion and 
energy, the ratio of velocities is characterized by [tan e] = 
v±/Vf. This ratio is proportional to the heat flux density 
ratio, q± lq^, of convection. The rate, q, is the product of v 
and the thermal energy density convected. For Ar, > 1 K, 
gravitational buoyancy turns out to be dominant, and e is 
greater than (7r/3) as long as V| does not exceed 1 cm/s. At 
low ATY, forced flow dominates. Therefore, in the present 
range of parameters covered, both heat transport modes, in 
the axial and in the transverse direction, should be considered. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
29,1981. 

Fig. 1 Two-phase flow model with angle between velocity com
ponents 
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The forced flow Nusselt number [7] based on the heated 
length, L, is 

Nu,=(2/3)Re1/2;Pr~l (1) 
The Nusselt number for the other extreme case of 
gravitational buoyancy at zero net mass flow [6,7] is 

Nu0,i=CRa' (2) 
where C is a constant of the order of 0.7 for two-phase 
motion. 

Nonlinear superposition of equations (1) and (2) leads to an 
interpolation equation which contains the two extreme cases 
as asymptotes. Normalizing in terms of h0 for gravitational 
buoyancy, we arrive at an A-ratio of the interpolation func
tion (Appendix A) 

/i//;o = !l+0.9[g^i;?Z)L~2(Ap//o)-1Pr-1]1/2)1/2 (3) 
The insert of Fig. 3 is an illustration of the present flow 

model. It shows the ratio (h/h0) for D=L = l cm and for 
U] = 1 cm/s as a function of ATlt properties evaluated at the 
arithmetic mean temperature of the He I film. There are two 
limiting cases of low and high AT .̂ For very small A7^, when 
Tx — 7\, the local He I state approaches zero expansivity 
(Ap—0). As a result, h/h0 increases to high values. At very 
large ATU gravitational buoyancy is the relevant driving 
force, and the A-ratio approaches unity. However, in this limit 
turbulence is established in general, and equation (3) becomes 
a lower bound to data. 

In between there is a local crossing of the transposed critical 
curve (TCC). At the TCC, Ap-oo, and the Pr number ap
proaches very high values. Again, h/h0 approaches unity. 
Because of the property assumption introduced, the ATt at 
the TCC anomaly is larger than the distance between 7\ and 
the TCC. The effect is small, and the use of a smooth function 
in the insert (Fig. 3) causes an error of less than 2 percent. 

Thus, on the basis of the present simple, two-phase model, 
we do not expect a significant increase in heat transfer rates 
due to forced convection, i.e., more than 10 percent for 
laminar He I film flow. As will be shown subsequently, the 
real world is much less conservative. 

3 Experiments 

Experiments of P>PC have been conducted with a 
modified version (Fig. 2) of the U-shaped system described 
previously [2]. The insert of Fig. 2 is a schematic of the 
vacuum can, containing the horizontal Cu-tube, which serves 
as test section (OFHC copper, 2.54-cm long, 0.635-cm o.d., 
0.335-cm i.d.). The residual resistivity ratio of the Cu is 41 ± 1 
at 4.2 K with a corresponding thermal conductivity of k = 2.6 

T , 1 

\ 1 

2 

3 

BRASS 
[COMPARTMENT 

C-THERMOMETERS 

(TH) 

Cu 
(OFHC) 

Fig. 2 Experimental apparatus (schematically) with carbon ther
mometers 

W cm -1 K '. The two vertical tubes made from stainless 
steel alloy 304 have a length of 11.8 cm, an o.d. of 0.5 cm, and 
a wall thickness of 0.0254 cm. Brass elbow pieces are used 
between the Cu-tube and the vertical stainless steel sections. 
The resulting distance from center to center of the vertical legs 
is 4.0 cm. The mass flow direction is indicated by arrows. 
Three thermometer locations (1 to 3) are shown downstream 
of the heater, and a thermometer 4 is mounted on the heater. 
Two additional thermometers record temperatures upstream. 

The constantan heater wire (0.0075-cm dia, teflon in
sulation) has a resistance of 135 Ohms at liquid helium 
temperatures. Two sections of these windings surround the 
central thermometer 4. The carbon thermometers have a 
nominal resistance of 39 Ohms at room temperature (Allen-
Bradley-Ohmite with a rating of 1/8 W). Special brass 
compartments are located on top of the vacuum can. They 
connect upstream to the heat exchanger, and to a flow meter 
on the downstream side. 

A-, = area (/= cu, GM) 
C = constant 
D = diameter 
g = gravitational acceleration 
h = heat transfer coefficient; (h0 

values for y||=0) 
k = thermal conductivity 
L = length 
m = mass flow rate 

Nu,- = Nusselt number 
P = pressure 

Pr = Prandtl number 
q = heat flux density; (?, for ('= _L , 

II 

Re 
Ra 

T 

Vi 

8 
€ 

1 
P 

= Reynolds number Lpv j /r\ 
= Rayleigh number, 

Dig(Ap/p)P
2PT/r,2 

= temperature 
AT= T- T„ 
AT, = T- 7 \ 

Ar„ = 7 \ - r . 
= velocity (/ = J., II ) 
= boundary layer thickness 
= angle between velocity 

components 
= shear viscosity 
= density 

Subscripts 
1 = Nu number for heated area, 

hL/k 
I = H e l 

II = H e l l 
c = critical 

GM = Gorter Mellink 
L = limiting value 
o = zero net mass flow 

oo = bulk fluid (He II) 
X = gravitational flow (transverse) 
II = axial flow 
\ = lambda transition 
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Fig. 3 Lambda transition record of thermometer 4: bath temperature 
700 = 1.95 K, P = 2.4 bar, m = 1.4 g/min (Insert: Ratio h/h0 of model 
equation (3) for v-, 1 = 1 cm/s) 
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RATE 
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Fig. 4 Comparison of predicted GM results with experimental data for 
the limiting q-value (<? = <?(.) P r i o r ' ° onset of two-phase flow; P = 4 bar; 
full curve: GM equation [4] 

Prior to a run, the system is cooled down and the outer 
vessel is filled with liquid He4 (He I at NBP). Subsequently, 
the outer bath temperature is brought in steps below the 
lambda temperature by reducing its vapor pressure. At 
various selected temperatures thermometers are calibrated. 
During a run the bath temperature is kept constant using a 
vapor pressure controller. Below 7 \ , the test section is 
pressurized to P>PC, and a mass flow is switched on. This 
gas is admitted via a system of heat exchangers located up
stream of the U-shaped test section. Finally the fluid is 
brought back to room temperature where the flow rate is 
measured. 

The heater is energized using a current source in con
junction with a programmer which provides a linear rate of 

change of the heater current. For quasi-steady operation a 
slow rate of the order 1 mA/s is established. X-Yplots of the 
thermometer signal as a function of the heater current are 
then recorded. The power is related to the cross sections of the 
heater section and the GM-duct, respectively. These ^-values 
are a monotonically increasing function of the difference (T~ 
r „ ) between the heater temperature and the bath temperature 
(7*^ = Tn). Further details of the experiments are described 
elsewhere [8]. 

4 Data Discussion 

There are three major regimes visible in the records (e.g., 
Fig. 3): first, the \ow-q regime with a negligible effect of v on 
the Kapitza resistance and He II convection, respectively; 
second, a transition from low-g convection of He II to He II-
He I, two-phase transport; third, two-phase flow involving 
wall-adjacent He I and bulk He II. The phase transition 
curve, Fig. 3, has been recorded by thermometer 4 at a 
pressure, slightly above the thermodynamic critical pressure, 
P = 2.4 bar. The heat flow rate per duct cross sectional area is 
plotted versus the difference (T^-T^), i.e., the reference 
area, A cu, is replaced by the duct cross section A GM. 

Low-*/ Regime. The q{A7)-functions appear to be quite 
similar to results for zero net mass flow [9]. The wall tem
perature of the heating section is controlled by the Kapitza 
resistance of the Cu in conjunction with convection of the He 
II in the tube system. This transport is a modified form of 
Gorter-Mellink (GM) convection [4, 5] at zero net mass flow. 
The GM results obtained are in drastic contrast to the high
speed flow of He II covered by Johnson et al. [10]. The low-<jr 
regime extends to a Kapitza AT of about 1 K and the limiting 
qL. At qL a macroscopic, He I phase domain is formed, which 
is separated by a "lambda transition layer" from the He II. 

The limit, qL, is compared with theory [4] in Fig. 4. Various 
<?L-values observed with thermometers 2, 3, and 4 are 
position-dependent in agreement with the GM theory [4]. In 
contrast, the influence of the flow velocity, vt, on the Kapitza 
conductance h = ql AT at the Cu surface is insignificant in the 
data range covered. Similar results are observed in the runs 
depicted in Figs. 5 to 7. Further details are in [8] and [11]. 

Transition Regime. The excursion from ATL (qL) toward 
a higher AT is accompanied by temperature oscillations that 
are similar to fluctuations at zero net mass flow [9]. At larger 
AT, upon termination of the transition, a lower overall h-
value is reached because of the He I layer at the Cu-wall. 
Upon power reversal, another oscillation pattern charac
terizes the recovery from two-phase transport to He II 
convection. Finally, the low-iy regime is recovered. 

It is noted that the transition, in principle, may involve two 
phase transitions: first, the present X-crossing along an isobar 
into the He I pseudo-liquid region of the He4 phase diagram; 
and second, a subsequent transition from pseudo-liquid 
across the transposed critical curve (TCC) into the pseudo-
vapor region. Indeed, a transition across the TCC has been 
reported recently [12]. Obviously, for the present geometry, 
the He II-He I transition is most dominant such that the TCC 
transition is masked by the first phase change. 

He I-He II Two Phase Regime. In the two-phase regime 
the influence of the velocity, ii|, is no longer negligible. Data 
obtained with thermometer 4 (Figs. 5 and 6) indicate that 
initially vt raises q significantly, at a specified AT, when v% is 
increased from zero to finite values. As uB is raised even more, 
however, the enhancement of q by vt tends to get weaker. The 
mean velocity of the flow is listed in the inset of Fig. 6 for the 
lambda point vicinity. 

Figure 7 presents the ratio h/h0 versus AT/ATn. Sub-

848/Vol. 105, NOVEMBER 1983 Transactions of the AS ME 
Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///ow-q


m 

0 

• 
X 
A 
0 

g/min 

0 

0.4 
0.6 

1.4 

2.7 

.<// 

,S 

_J I loJ L_ I i 

TEMPERATURE T , K 

Fig. 5 Two-phase flow He ll-He I: P = 4.0 bar; bulk bath temperature, 
T„ = 2.05 K 

"% 

m , g /nin 

o o 
X 0.6 
A 1.4 
0 2.7 

JIT,) 

0 
0.066 

0.155 

0.30 

TEHPERATURE T , K 

Fig. 6 Two-phase flow He ll-He I; P = 2.4 bar; bulk bath temperature, 
r „=2 .1K 

m 

X 
A 
O 

g/min 

0.6 

1.4 

2.7 

« > * • - * 

£_3_44-*jfe*_£^ 

/ / / / A / 

oV / 

* & • * 

I I I I ' l l 

TEHPERATURE DIFFERENCE RATIO (T - T m ) / { \ - T ^ ) 

Fig. 7 Normalized heat transfer coefficient; P = 2.4 bar, bulk bath 
temperature, T „ = 2.05 K 

sequent to the low-<7 regime with negligible influence of y( 
(within data scatter), the ratio h/h0 is seen to rise rapidly. 
Values of the ratio of up to 2 are obtained in the upper range 
of the experiments. Quantitatively, this rise in the ratio is 
much larger than the model prediction. 

The order of magnitude of the data is compared with 
prediction based on the present interpolation equation (3) 
(Fig. 3). Instead of the reference area of the heater (Acu), the 
GM duct cross-sectional area is used requiring, a renor-
malization of equation (3). For the limit of dominant 

gravitational buoyancy, for instance, equation (2) is 
rewritten, (ACU/AGM = 2.67/0.88 = 30.3), as 

NuGM=C(^c„MGM)Ra1/4 (4) 
In the two phase regime at pseudo-vapor temperatures, there 
appears to be good order of magnitude agreement between the 
data and equation (3). Upon initiation of the two-phase 
pattern, however, there are departures of the experimentally 
obtained mean values of ^/ATfrom equation (3). Because of 
the strong He II-He I transition, the local high-<? excursion is 
not visible in the mean /j-values. Another possible reason is 
the support of turbulence initiation by the U-system 
geometry. The Reynolds number, at v ~ 1 cm/s, expressed as 
(D v p/t)n) reaches the order 103. In addition, the U-system 
favors oscillations [9]. Thus, turbulence is likely to exert a 
partial influence on the present transition pattern. 

Another possible reason for discrepancies between model 
and data is the change in the He II order parameter. Ac
cording to the results of Johnson [10], this effect may be 
significant. For the present system, the separation of He II 
effects from Newtonian fluid effects of He I is not available at 
present. At high speed, superfluidity is nearly eliminated 
hydrodynamically [10]. In contrast to [10], the present A-data 
show a significant increase by application of only moderate 
forced flow. Despite the complicated set of influential 
variables, the present model equation appears to be quite a 
useful lower bound in the T-range of the pseudo-vapor regime 
(T>TCC). 

5 Conclusions 

It is concluded that three features characterize the present 
studies: (/) at P=PC, two-phase flow (He I-He II) is 
established during the lambda transition despite a lack of 
latent heat of phase change; (ii) there is a large influence of 
the small forced flow speeds on heat transfer in the two-phase 
region; (Hi) the effect of forced flow is underestimated by the 
present laminar He I-He II flow model, which provides a 
lower bound to the mean heat transfer rates. 

The model is of limited utility in the range affected by the 
two higher-order phase transitions of He4 (transition at 7\ 
[He II-He I] and at the TCC). The He II-He I transition is 
quite dominant. This causes a large rise in T, along an isobar, 
in the transition regime all the way up to the vicinity of the 
TCC (for dq>Q). The oscillatory motion of the U-system 
partially explains the discrepancy between data and model 
prediction in the pseudo-liquid regime [11, 12]. This motion 
interacts with the flow favoring the transition to localized 
cellular motion and turbulence, respectively. Thus, the model 
serves as a meaningful lower bound in the pseudo-vapor 
regime [12]. 

The present findings point out favorable properties of 
magnet operation, which has to rely on He II forced flow. 
There is the benefit of a smaller "jump" in T during the 
forced flow lambda transition, and a substantial increase in 
heat transfer after two-phase flow has been established. 
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A P P E N D I X A 

Interpolation Equation of Laminar Film Model of He I-
He II Two-Phase Flow 

Consider the He I film moving along the walls of the heat 
emitting surface with constraints imposed as stated in section 
2. An interpolation is desired between the two extreme Nu 
numbers of dominant gravitational buoyancy (Nu = Nu0) 
and dominant, forced, two-phase flow (Nu = Nu[). In many 
flow cases it has been found that a linear superposition is not 
appropriate. Therefore, nonlinear superposition for h is 
introduced with resulting Nu number expressions 

D/!/Ar=Nu = [Nu0
2+(i3/L)2Nu1

2]1/2 (Al) 
The geometry ratio (D/L) is needed because of different 
reference lengths used in Nu. The ratio of the Nu numbers is 

Nu/Nu0 =h/h0 = (1 + (Nu,/Nu0)
2(£»/L)2)1/2 (A2) 

This ratio may be rewritten in terms of physical parameters 
using the Nu,-numbers of section 2. 

h/h0 = {1 + 0.9(Z>/L)2Re/Ra1/2) wz (A3) 
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Enhanced Heat Transfer in a Flat 
Rectangular Duct With 
Streamwise-Periodic Disturbances 
at One Principal Wall 
Experiments were performed in a flat rectangular duct to determine the heat 
transfer and pressure drop response to periodic, rod-type disturbance elements 
situated adjacent to one principal wall and oriented transverse to the flow direction. 
In a portion of the experiments, heat transfer occurred only at the rodded wall, 
while in the remainder, heat was transferred at both principal walls of the duct. 
Highly detailed axial distributions of the local heat transfer coefficient were ob
tained. These distributions revealed the rapid establishment of a periodic (i.e., 
cyclic) fully developed regime as well as recurring local maxima and minima. Cycle-
average, fully developed heat transfer coefficients were evaluated and were found to 
be much larger than those for a smooth-walled duct. Linear pressure distributions 
were measured between periodically positioned stations in the fully developed 
region, and the corresponding friction factors were several times greater than the 
smooth-duct values. The heat transfer and friction data were very well correlated 
using parameters that take account of the effective surface roughness associated 
with the disturbance rods. 

Introduction 

In the pursuit of heat transfer enhancement in turbulent 
duct flows, considerable attention has been given to the use of 
surface protuberances to disturb the laminar sublayer. An 
example of the implementation of this technique is the use of 
a succession of ringlike ribs implanted periodically along the 
wall of a circular tube and oriented transverse to the flow. The 
corresponding configuration for a parallel-plate channel is a 
set of rods, also placed transverse to the flow, which are 
positioned adjacent to either or both principal walls such as to 
form a streamwise-periodic array. 

Despite the experimental work that has been performed for 
systems such as the aforementioned, the periodic nature of the 
flow appears neither to have been fully recognized nor taken 
into account in the execution of the experiments. The presence 
of periodic, two-dimensional disturbance elements will give 
rise to a periodic fully developed fluid flow at sufficient 
distances from the duct inlet. In such a flow, the pressure 
decreases linearly between successive axial stations which are 
separated by a distance equal to the pitch of the disturbance 
elements. If pressures were to be measured at axial stations 
with separation distances different from the pitch (or from a 
multiple of it), the data points would not lie in a straight line 
but would appear to scatter. A straight line forced through 
such data points may not yield the true pressure gradient for 
the system. 

Similarly, for certain thermal boundary conditions such as 
uniform wall temperature and uniform wall heat flux, a 
periodic, thermally developed regime will be established 
downstream of the duct inlet. One of the characteristics of 
this regime is that if the average heat transfer coefficient is 
calculated for a streamwise length equal to the pitch (hereafter 
called a cycle), then the coefficient takes on the same value for 
all cycles. On the other hand, an average coefficient evaluated 
over a streamwise length different from the pitch (or from a 
multiple of it) will depend on the averaging length, unless the 
length is very large. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
13, 1982. 

The foregoing discussion sets the stage for the present 
investigation, where heat transfer and pressure drop ex
periments were performed for periodically disturbed tur
bulent airflow in large-aspect-ratio rectangular ducts. Heat 
transfer measurements were made at 160 axial stations, 
permitting a detailed determination of the variation of the 
local heat transfer coefficient and yielding a definitive picture 
of the periodic nature of the heat transfer process. This highly 
localized information was used for the proper evaluation of 
cycle-average heat transfer coefficients. Pressure distributions 
were also measured, with the taps positioned in accordance 
with the periodic nature of the flow. 

Two distinct but closely related physical situations were 
investigated. In both cases, the periodic disturbances were 
created by a succession of small-diameter cylindrical rods 
positioned adjacent to one of the principal walls of the duct 
and oriented transverse to the airflow. For one case, heat 
transfer occurred only at the duct wall along which the 
disturbance elements were situated, with the other walls being 
adiabatic. In the other case, heat transfer occurred at both of 
the principal walls. 

All told, four parameters were varied during the course of 
the investigation. One is the aforementioned one-sided versus 
two-sided heating. The second is the pitch-to-height ratio of 
the disturbance elements, which spanned the range from 9.15 
to 36.6. The third parameter, the ratio of the disturbance 
height to the duct height, had values of 0.082 and 0.164. For 
all combinations of the heating and geometrical parameters, 
data runs were made at five values of the duct Reynolds 
number between about 10,000 and 45,000. 

For each data run, the aforementioned detailed distribution 
of the local heat transfer coefficient was measured on each of 
the walls that participated in the heat transfer process. 
Representative distributions will be presented in the paper to 
illustrate the role of each of the four independent parameters. 
These distributions show the heat transfer response to the 
participating fluid flow phenomena and how the responses 
differ at the rodded and smooth walls of the duct. Cycle-
average, fully developed heat transfer coefficients, evaluated 
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for each of the thermally participating walls, are plotted as a 
function of the Reynolds number for the various geometric 
and thermal parameters, with two-wall average values also 
given when both principal walls participate. 

Friction factors were evaluated from the slopes of the 
pressure distributions, which were linear because of the 
periodic placement of the pressure taps. These friction factors 
are presented in their own right and are also used as the basis 
of a correlation involving the so-called roughness parameters. 
A correlation of the cycle-average heat transfer results in 
terms of the roughness parameters is also presented. 

To supplement the heat transfer and friction meas
urements, flow visualization was performed using the oil-
lampblack technique. As a prelude to the main body of ex
periments, heat transfer coefficients and friction factors were 
measured in a smooth-walled version of the test section and 
compared with available correlations. 

There is a broad literature on protuberance-enhanced, duct-
flow heat transfer but, for the sake of brevity, only the most 
relevant work will be cited here. In [1], a channel having one 
heated wall with rods periodically positioned adjacent to it 
was studied, but the results are of uncertain accuracy because 
of the nature of the test setup and the experimental technique. 
Cycle-average results were not evaluated, and the local results 
are presented as a ratio but without values given for the 
denominator. An electrochemical technique was used in [2] to 
determine average transfer coefficients in a square duct with 
one wall having periodic disturbance elements of a highly 
specific shape. In [3], disturbance elements were positioned 
adjacent to both principal walls of a channel, and average 
heat transfer coefficients were determined. The test setup may 
have been underinstrumented because no mention is made of 
periodic variations in the measured temperatures of the 
electrically heated walls. 

For checking the results of the present smooth-wall ex
periments, heat transfer coefficients and friction factors were 
respectively taken from the correlations of Petukhov-Popov 
[4] and of Jones [5]. 

Experimental Apparatus and Procedure 

By direct heat transfer measurements, it is well-nigh im
possible to achieve the desired highly localized spatial 
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Fig. 1 Pictorial view of the test section with the upper wall removed 

resolution, high level of accuracy, well-defined boundary 
conditions, and absence of extraneous losses. These objectives 
can, however, be achieved with the naphthalene technique, 
and it will be used here. 

Test Section. The description of the experimental apparatus 
is facilitated by referring to Fig. 1. This figure is a pictorial 
view of the test section with the upper wall removed to reveal 
its interior. When fully assembled, the test section includes the 
two principal walls (i.e., the upper and lower walls), the two 
side walls which act as spacers between the principal walls, 
and an array of small-diameter cylindrical rods situated 
adjacent to the lower wall. 

The surface of the lower wall is of naphthalene, freshly cast 
for each data run and with a surface finish comparable in 
quality to the highly polished stainless steel plate against 
which it was cast. The napthalene surface is framed by the 
exposed edges of an aluminum block within which it is 
housed, and the side walls of the duct rest on the lateral edges 
of the frame. That part of the frame, which bounds the up
stream end of the naphthalene surface, was made very narrow 
to avoid significant differences in the starting points of the 
hydrodynamic and mass transfer boundary layers. The 
dimensions of the naphthalene surface are 19 cm by 8.13 cm, 
respectively, in the streamwise and transverse directions. 

Either of two upper walls were used, depending on the 
desired boundary conditions. One of the upper walls is 
identical to the lower wall, and it was employed in ex
periments where mass transfer was desired at both principal 
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walls. The other upper wall is a solid aluminum block which is 
impervious to naphthalene vapor and, therefore, does not 
participate in the mass transfer process. 

At this point, it is relevant to relate the mass transfer 
boundary conditions of the present experiments to those for 
heat transfer in an analogous rectangular duct. At the 
naphthalene surface, the partial density (i.e., the con
centration) of naphthalene vapor is uniform, and this 
corresponds to uniform wall temperature for the analogous 
heat transfer surface. Furthermore, a surface that is im
pervious to naphthalene vapor corresponds to an adiabatic 
surface. Thus, the present experiments in which both prin
cipal walls are of naphthalene are analogous to heat transfer 
in a rectangular duct in which both principal walls are at the 
same uniform temperature. Moreover, the present case in 
which one of the principal walls is of naphthalene and the 
other is metallic corresponds to a heat transfer situation where 
the principal walls are respectively isothermal and adiabatic. 
The metallic side walls of the present experiments correspond 
to adiabatic side walls. 

The side walls were made from aluminum bar stock. Two 
sidewall heights were employed, 0.636 cm and 1.275 cm, 
respectively. The resulting aspect ratios of the flow cross 
section (AR = duct width/duct height) for the respective side 
walls are 12.8 and 6.4. 

The disturbance elements were cut from lengths of 1.051-
mm dia drill rod stock. Drill rod was chosen because of its 
highly uniform diameter. As seen in Fig. 1, the rods spanned 
the width of the duct. To ensure their precise and secure 
positioning, the rods were seated in holes drilled along the 
lower edge of each side wall. By this seating arrangement, the 
rods were maintained in contact with the naphthalene surface 
(essentially point contact). 

To achieve a periodic flow pattern, the positioning holes 
were spaced at equal intervals along the length of the 
respective side walls. The streamwise center-to-center distance 
between successive rods corresponds to the pitch. Three 
different pitches were employed during the course of the 
experiments, respectively, 0.952, 1.905, and 3.811 cm. 

From a consideration of the preceding paragraphs, it is 
evident that six configurations were employed during the 
experiments. The characteristics of these configurations, 
expressed in dimensionless terms, are presented in Table 1. In 
the table, the height of the disturbance element (i.e., the rod 
diameter) is denoted by e, in accordance with contemporary 
practice (e.g., [3, 6]); H denotes the duct height, and p the 
pitch. The quantities Dh and AR are, respectively, the 
hydraulic diameter and cross-sectional aspect ratio of the 
duct. 

As was mentioned in the Introduction, fluid flow ex
periments encompassing pressure measurements and flow 
visualization were performed to supplement the mass (heat) 
transfer work. The naphthalene-surfaced principal walls were 
not employed in the fluid-flow test section. Rather, one of the 
walls was an aluminum plate equipped with pressure taps 
deployed along the spanwise centerline of the duct. The 
streamwise center-to-center distance between successive taps 
was 1.905 cm, which is, respectively, twice, equal, and half 
the three disturbance-element pitches. These relationships 
between the in'tertap spacing and the disturbance pitches 
enabled the measurement of truly linear pressure distributions 
in the periodic fully developed regime. The other principal 
wall was made of plexiglass to facilitate visual observations 
during the flow visualization experiments. 

Other Apparatus Components and Instrumentation. The 
upstream end of the test section was seated in a rectangular 
aperture in a large vertical baffle plate and was positioned so 
that its upstream edges were flush with the upstream face of 
the baffle. This arrangement simulates the duct inlet being 

Table 1 Characteristics of the investigated configurations 
Case e/H e/Dh AR pie 
~ CK082 0MTZ 6A 9AS 

2 18.3 
_3 36.6 

4 0.164 0.0883 12^8 9A5 
5 18.3 
6 36.6 

built into the downstream wall of a large plenum chamber. At 
its downstream end, the test section mated with a rectangular-
to-circular transition piece which connected it to the air-
handling system. 

The experimental apparatus was operated in the suction 
mode, with air being drawn into the duct inlet from the 
temperature-controlled, naphthalene-free laboratory room. 
After its passage through the test section and the transition 
piece, the air was metered by a calibrated rotameter, from 
which it passed through a control valve to the blower. The 
blower was situated outside the laboratory to ensure that its 
compression-heated, naphthalene-laden discharge was not 
recycled through the apparatus. 

The key feature of the mass transfer experiments was the 
instrumentation employed to determine the detailed 
distribution of the mass transfer on the naphthalene surface. 
This was accomplished by measuring the contour of the 
surface both before and after a data run. For the contour 
measurements, the naphthalene surface and its surrounding 
aluminum frame were placed on a horizontal coordinate table 
which could be traversed in two perpendicular horizontal 
directions (x and>>) with an accuracy of about 0.0025 cm. The 
table was equipped with fixtures for positioning and clamping 
the frame, and a torque wrench was used to apply the same 
reproducible force when tightening the clamping bolts. This 
ensures consistent positioning of the naphthalene surface with 
respect to the coordinate table. 

Surface contours were measured by an electronic depth 
gage suspended from a fixed strut which overhung the 
coordinate table. The measurement system consisted of a 
stylus, a linear variable differential transformer, signal 
conditioning electronics, and a printer-equipped digital 
voltmeter. The system output was strictly linear and yielded 
0.01 V per 0.001 in. of vertical displacement of the stylus, 
with the last digit of the printout corresponding to 10 ~5 in. 

The pressure distributions were measured with the aid of a 
Baratron capacitance-type, solid-state pressure meter which 
has a resolving power of 10~3 or 10"4 Torr, respectively, for 
a 10 Torr sensing head or a 1 Torr sensing head. Pressures 
were fed to the meter from a selector switch into which all of 
the pressure taps were tied by plastic tubing. 

The temperature of the naphthalene surface was sensed by 
copper-constantan thermocouples that were installed during 
the casting process, with the junctions positioned flush with 
the surface. Two thermocouples were employed for each of 
the naphthalene test surfaces, with the deviations between the 
thermocouples being no greater than 0.05-0.1°C. The 
thermocouples had been calibrated prior to their use. 

Experimental Procedure. Each naphthalene casting, tightly 
wrapped to prevent extraneous sublimation, was placed in the 
laboratory at least 8 hrs prior to a data run to enable it to 
attain thermal equilibrium. Immediately preceding the run, a 
set of surface contour measurements were made. Then, the 
test section was assembled and the airflow initiated. During 
the run, periodic readings were taken of the test section 
temperatures, the rotameter float position and static pressure, 
and the barometer. Immediately after the run, another set of 
surface contour measurements were made. 

With regard to the contour measurements, streamwise 
traverses were made along three parallel lines aligned with the 
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flow direction. One of the lines was situated midway between 
the side walls. Each of the other measurement lines was 
halfway between the midline and the side wall, one to either 
side of the midline. Along each line, elevations were recorded 
at 160 equally spaced points. 

Both the pressure drop and flow visualization runs were 
performed with the modified test section that was described 
earlier. The flow visualization studies utilized the oil-
lampblack technique, whereby a fluid mixture of lampblack 
powder and oil is applied to a surface to determine the pattern 
of the adjacent airflow. When the airflow is initiated, the 
mixture may move along the surface, following the paths of 
the fluid particles. The method is not very effective on ver
tical, inclined, or downfacing surfaces because the mixture 
tends to sag. 

In the present study, the oil-lampblack mixture was applied 
to the lower wall of the test section, which was covered with 
white contact paper to provide high contrast. In a portion of 
the visualization runs, the disturbance rods were positioned 
adjacent to the lower wall, while in other runs the rods were 
positioned adjacent to the upper wall. It was found most 
effective to apply the mixture either as individual drops or as 
discrete lines, in contrast to a total coverage of the surface. 
The observations from the visualization studies will be in
terspersed among the mass transfer results. 

Data Reduction 

The methods used to evaluate local and cycle-average mass 
transfer coefficients, Reynolds numbers, and friction factors 
will not be described. In the determination of both the local 
and cycle-average mass transfer coefficients, separate con
sideration will be given to the wall along which the distur
bance rods are positioned (i.e., the rodded wall) and to the 
wall without disturbance rods (i.e., the smooth wall). Sub
scripts r and s will be respectively employed to identify the two 
walls. Average coefficients encompassing both walls will also 
be evaluated for the fully developed regime. In those cases 
where there was no mass transfer at the smooth wall, all s-
subscripted quantities should be deleted from the forthcoming 
analysis. 

The local mass transfer coefficient, Kj (X), for wall, / (;' = 
r,s), at an axial station, X, may be evaluated from the 
defining equation 

Ki(X)=mi(X)/(Prw-pnb(X)), i = r,s (1) 

In this equation, m, (X) denotes the rate of mass transfer per 
unit area at station, X, for wall, i. The denominator is the 
local difference in naphthalene vapor density that drives the 
mass transfer, with p„„ and pnb respectively representing the 
wall and bulk values. When both of the principal walls were 
of naphthalene, they both had the same spatially uniform 
value of pnvl. The bulk vapor density pnb(X) is common to 
both Kr(X) and KS(X). 

In determining ihj(X), the first step is to difference the 
before-run and after-run elevation measurements at X for 
surface /', and the difference is denoted by 5, (X). As noted 
earlier, surface contour measurements were made along three 
parallel lines oriented with the flow diretion, so that at each X 
there are three values of 5, (X). These values were averaged 
and, henceforth, <5, (X) will denote the average. Then, if p soi l s 

the density of solid naphthalene (equal to 1.146), and r is the 
duration time of the data run 

ml(X)=psol5i(X)/T, i = r,s (2) 

Attention is next turned to the denominator of equation (1). 
The vapor density at the wall, pnw, was determined by the 
successive use of the Sogin vapor pressure/temperature 
relation [7] and the perfect gas law, with the measured surface 
temperature being used as input. To find p„b (X), the first 

step is to write a mass balance between the cross sections at X 
and at (X + dX). If dpnb is the increase in the bulk density, 
and dM is the rate at which naphthalene sublimes from the 
surface into the airstream, then the mass balance yields 

QdPnb=dM (3) 

Furthermore 

dM= mr (X) WdX+ ms {X) WdX (4) 

so that upon combining equations (2-4) and integrating from 
X = 0 to X = X, there follows 

Pnb(X) = (P^W/TQ) j * \K{X) +SAX) }dX (5) 

where the condition that p„b = 0 at X = 0 was used. The 
volume flow, Q, was taken as the mean value for the test 
section. The indicated integration in equation (5) was carried 
out numerically. 

With the Kj(X) thus determined, a dimensionless form 
may be attained via the local Sherwood number 

Shi(X)=Ki(X)Dl,/£>=(Ki(X)D„/v)Sc, i = r,s (6) 

in which Sc is the Schmidt number, the value of which is 2.5 
[7] for naphthalene diffusion into air. The hydraulic 
diameter, Dh, is the conventional one for rectangular ducts, 
4HW/(2H+2W). 

The cycle-average mass transfer coefficients and Sherwood 
numbers will now be evaluated from the definitions 

KLcyc = (Mi IA Ap)cyc, Sh,-cyc = (KLcyQDh I c)Sc (7) 

in which 

Mi:Cyc = ^+" m/(X)WdX (8) 

and 
Acyc = Wp (9) 

where p is the pitch of the periodic disturbance. The quantity 
Apcyc is the mean difference between pnw and p„b for the cycle. 
Three methods of evaluating Apcyc were explored. These 
included the log mean, the arithmetic mean, and the in
tegrated mean of (p„w — pnb (X)). The results from the three 
methods of evaluating Apcyc were virtually coincident. 

The cycle-average mass transfer coefficient encompassing 
both principal walls may also be evaluated. To begin 

Kcyc = [(Mr+Ms)/2AAp}cy<: (10) 

Since Ap is common to both the r and s walls, it follows from 
equations (7) and (10)that 

•^cyc = 1//2 (•K'r.cyc + -^s.cyc ) 0 1) 

Shcyc = Vi (ShriCyc + ShiiCyc) (12) 

The periodic, fully developed regime is characterized by 
values of Sh,iCyc and Shcyc that are constant from cycle to 
cycle, aside from slight experimental scatter. The scatter was 
averaged out, and it is the average values that will be reported. 

Dimensionless groups which pertain to the fluid flow will 
now be evaluated. The first of these is the duct Reynolds 
number, which is given by 

Re = 4w/M(Per), Per = (2/ /+2W) (13) 

in which w is the rate of mass flow through the test section. 
The other dimensionless quantity is the friction factor,/ 

/ = (-dP/dX)DhIViPV1 (14) 

where pV2 = (w/HW)2/p, and p is the mean density in the 
test section. Particular attention will be given to the 
evaluation o f / in the periodic fully developed regime. 

For a flow configuration of the type considered here, a plot 
of P versus X will not be linear, neither in the entrance region 
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Fig. 2 Degree of resolution of the local Sherwood number distribution 
by different numbers of data points (Case 5, Re = 43,770, mass transfer 
only at the rodded wall) 

nor in the periodic fully developed region. However, in the 
periodic regime, the pressure differences between stations X 
and (X + p), (X + p) and (X + 2p), (X + 2p) and (X + 3p), 
etc., are identical. Thus, if the pressures at X, (X + p), {X + 
2p), . . . are plotted, they will fall on a straight line, and the 
slope of such a straight line yields dP/dX for equation (14). 
The linear behavior of the pressure will be illustrated later. 

Local Mass Transfer Results 

For each of the more than one hundred data runs which 
were executed, the local Sherwood number distributions were 
evaluated and plotted. From among these, a representative 
sample will be presented here in order to display the main 
features of the results. 

The first issue to be addressed is the degree of resolution 
that is provided by the 160-point axial traverse that was 
standard in the experiments. To explore this issue, a few 
special runs were made in which the axial traverse contained 
640 points. These data were processed in two ways. In the 
first, all 640 points were retained, while in the second every 
fourth point was retained which, in effect, corresponds to a 
160-point traverse. The fully developed Sherwood numbers 
for the two ways of processing the data agreed to within 2 
percent, which is altogether satisfactory. 

The local Sherwood number distributions corresponding to 
the two ways of processing the data for a given run are 
presented in Fig. 2, where the lower graph shows all points 
while the upper graph shows every fourth point. The 
geometric configuration is that of Case 5 of Table 1, with Re 
= 43,770 and with mass transfer only at the rodded wall (so 
that Shr is plotted in the figure). Only the data for the first 
half of the wall are shown, thereby enabling the data points to 
be spread axially for easier examination. Also, to assist in 
interpreting the results, the axial positions of the disturbance 
rods are indicated by the black circles distributed along the 
abscissa axis. 

Before comparing the upper and lower graphs, it is useful 
to discuss the main features of the Shr distribution, since these 
are common to subsequent figures as well as to Fig. 2. The 
portion of the distribution upstream of the first rod (i.e., the 
rise in Shr, the attainment of a maximum, and the subsequent 
decrease) reflects the separation of the flow at the sharp-edged 
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Fig. 3 Comparison of Shr distributions when there is mass transfer 
either at one principal wall or at both principal walls (Case 3, Re -
28,500) 

inlet of the duct and its subsequent reattachment. The 
remainder of the distribution is controlled by the presence of 
the disturbance rods, and it is remarkable that a periodic 
pattern is established so rapidly, indicating a very short en
trance region. 

To help understand the nature of the periodic pattern, it 
should be noted that the flow separates from the wall when it 
encounters a rod and then reattaches to the wall in the in-
terrod space. The flow visualization studies confirmed that 
the interrod maximum in the Shr distribution coincides with 
the point of reattachment. After reattachment, the flow tends 
to redevelop, with a consequent decrease in Shr that is 
arrested when the next rod is encountered. 

In the lower graph of Fig. 2, and to a lesser extent in the 
upper graph, there are data points in the neighborhood of 
each rod which do not lie on the main undulating distribution, 
but rather, lie above it in a narrow vertical column. As shown 
by the flow visualization, these points reflect the presence of 
intense but compact vortices situated immediately fore and aft 
of the rod. Because they are so compact, their presence may 
go undetected by the 160-point scan, but they are well resolved 
by the 640-point scan. This is the main difference between the 
upper and lower graphs of Fig. 2. 

The next issue to be considered concerns the sensitivity of 
the rodded-wall Sherwood number, Shr, to the presence or 
absence of mass transfer at the smooth principal wall of the 
duct, and Fig. 3 has been prepared in this regard. The lower 
graph of the figure is for the situation where mass transfer 
occurs at both the rodded and smooth (r and s) walls, while 
the upper graph corresponds to transfer only at the r wall. The 
results shown in the figure are for Case 3 and Re = 28,500. 

Examination of the figure reveals that the Sh,. distributions 
in the two graphs are virtually coincident. Furthermore, 
within the slight scatter of the data, this finding holds for all 
of the investigated geometries and Reynolds numbers, as will 
be evident later by the nearly identical values of Shrcyc 
corresponding to mass transfer either at r alone or at both r 
and s. 

Consideration will next be given to the response of the Shr 
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Fig. 4(a) Response of Sh, to the Reynolds number (Case 5) 

and Shs distributions to variations in the Reynolds number, as 
is respectively illustrated in Figs. 4(a) and 4(b). These results 
are for Case 5 and for simultaneous mass transfer at the r and 
s walls. In each figure, there are three graphs with respective 
Reynolds numbers of 10,920, 21,670, and 45,470. 

The Shr distributions plotted in Fig. 4(a) for the various 
Reynolds numbers are generally of the same form and display 
the same pattern as those of Figs. 2 and 3. The level of the 
Sherwood number increases with increasing Reynolds 
number, and the maximum becomes somewhat more peaked. 

The Shs distributions of Fig. 4(b) indicate that the mass 
transfer at the smooth wall is influenced by the periodic 
disturbances at the rodded wall. The axial positions of the 
rods are indicated by the open circles deployed along the 
abscissa of Fig. 4(b). From the figure, it is seen that the Shs 
distributions rapidly attain the periodic fully developed 
regime, in common with Shr. At the lowest Reynolds number, 
the upper and lower lobes of the undulating distribution are 
nearly symmetric, while at the highest Reynolds number there 
is a relatively flat maximum and a somewhat peaked 
minimum. Of particular interest is the fact that for the latter 
Re, Sh, starts to descend at about the same point in the cycle 
where Shf starts to rise and that, furthermore, the minimum 
in Sh., coincides with the location of the maximum of Shr. On 
the other hand, at the lowest Reynolds number, the dropoff of 
Sh, and its minimum occur later than the rise and the 
maximum of Sh,.. 

The next factor to be examined is the effect of the pitch, p, 
of the disturbance elements on the Shr and Sh5 distributions, 
and Figs. 5(a) and 5(b) convey information in this regard. 
These figures are for Re = 32,600, and the three graphs in 
each figure respectively correspond to pie = 9.15, 18.3, and 
36.6 (fixed e, variable/?). 

The Shr distributions of Fig. 5(a) show that for all three of 
the investigated pitches, flow reattachment occurs in the 
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Fig. 4(b) Response of Shs to the Reynolds number (Case 5) 

interrod space, as witnessed by the interrod maxima. The 
reattachment distance is relatively unaffected by the change in 
pitch, but the redevelopment region downstream of the 
reattachment point is substantially lengthened as the pitch 
increases. In the longer redevelopment region, the Shr 
distribution tends to flatten. The value of Shr at the successive 
periodic maxima remains about the same when pie decreases 
from 36.6 to 18.3, but a further decrease to 9.15 yields a 
slightly lower value of the maximum Sh,.. 

The shape of the smooth-wall Sherwood number 
distribution Sh., is significantly affected by the pitch. When 
the pitch is small, Sh, is seen to be almost uniform beyond the 
entrance region. For an intermediate pitch, Sh, displays a 
regular, rounded undulation, while for a large pitch, the 
distribution consists of rather long, slowly varying segments 
punctuated by relatively rapid changes just downstream of the 
axial positions of the disturbances. The Sh5 values for the 
large-pitch case appear to be slightly lower than those for the 
other cases. 

The last issue to be addressed is the effect of the duct 
height, H (i.e., the interwall spacing) on the distributions of 
Sh,. and Shs. On a dimensionless basis, //will be expressed via 
the ratio, e/H, where e is a constant, with values e/H = 0.082 
and 0.164. The Shr and Shs distributions are respectively 
presented in Figs. 6(a) and 6(b). The shapes of the Shr 
distributions for the two duct heights are identical and, if not 
for the different abscissa ranges (corresponding to the dif
ferent Dh values), the two distributions would be virtually 
coincident. On the other hand, the Sh, distributions display 
duct-height-related differences. With increasing duct height, 
Shs is less affected by the presence of the disturbance rods. 
The distribution becomes smooth and the magnitude of Sh, 
decreases somewhat. 

Fully Developed Mass Transfer Results 

The first order of business will be to report on auxiliary 
experiments that were performed without the disturbance 
rods in the test section, and Fig. 7 has been prepared for this 
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purpose. The measured fully developed friction factors are 
plotted in the upper part of the figure, while the fully 
developed Sherwood number data are plotted in the lower 
part. Comparison of the friction data is made with a recent 
correlation by Jones [5] for rectangular ducts of various 
aspect ratios, and excellent agreement is found to prevail. 

The Sherwood number experiments were performed for 
mass transfer either at one or both of the principal walls. In 
the former case, two aspect ratios (AR = 6.4 and 12.8) were 
employed—with excellent agreement of the data. The data for 
two active walls typically fall about 5 percent above those for 
one active wall, which agrees well with literature information. 
In addition, the present data are well within the ±6 percent 
band that is specified for the Petukhov-Popov equation [4]. 
These findings, as well as the aforementioned friction factor 
comparison, lend strong support to the present experimental 
method. 

The cycle-average fully developed Sherwood numbers for 
the enhanced duct configuration (i.e., rods adjacent to one 
principal wall) will now be presented in Figs. 8-1Q. Figures 8 
and 9 are companion figures which convey basic data for the 
two duct heights respectively characterized by e/H= 0.082 
and 0.164 (e = constant), while Fig. 10 shows comparisons 
among the data and with the literature. 

In Figs. 8 and 9, data are plotted for the individual wall 
Sherwood numbers Shrcyc and Shicyc and for the two-wall 
average Sherwood number Shcyc. The data for the case in 
which mass transfer occurs only at the rodded wall are 
depicted by blackened symbols that pertain only to Shrcyc. 
The open symbols represent data for the case in which there is 
mass transfer at both principal walls, and these symbols 
pertain to Shrcyc, ShJcyc, and Shcyc. There are three sets of 
data in each figure, respectively corresponding to the three 
investigated pitches pie = 9.15, 18.3, and 36.6. 
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Fig. 10 Cycle-average, fully developed Sherwood numbers en
compassing both principal walls 

Case 

1 
2 
3 
4 
5 
6 

Table 2 
Sh, 

C 

0.366 
0.322 
0.276 
0.394 
0.392 
0.298 

Values of C and n in 
,cyc 

n 

0.643 
0.649 
0.649 
0.634 
0.628 
0.642 

Sh, 

C 

0.0632 
0.0175 
0.0337 
0.0898 
0.0855 
0.0754 

eye 

n 

0.767 
0.888 
0.822 
0.737 
0.740 
0.745 

correlations 
Oil eye 

c 
0.184 
0.107 
0.116 
0.216 
0.208 
0.166 

n 

0.689 
0.737 
0.719 
0.674 
0.673 
0.684 

The straight lines which interconnect the various families of 
data in Figs. 8 and 9 were obtained from least-squares fits of 
the power law 

Sh = CRe" (15) 

where the numerical values of C and n are listed in Table 2. 
Examination of the figures shows that the data are very well 
represented by the power law (15) and that there is very little 
scatter about the respective correlating lines. 

It is especially interesting to note that whereas the 
correlating lines for Shrcyc were based on the open data 
symbols, the black data symbols appear to be equally well 
represented by the same correlating lines. It thus follows that 
the Sherwood numbers at the rodded wall are independent of 
whether or not mass transfer occurs at the smooth principal 
wall. 

The exponents, n, for the rodded wall all lie within a 
narrow range, with an average value of 0.64. This is very close 
to the exponent n = 2/3 that typifies separated flows, thereby 
underscoring the important role of flow separation in the 
enhancement process. The exponents for the smooth wall 
results are higher, as is expected since that wall is not directly 
washed by a separated flow. 

Not only is there a tendency for Shrcyc and Shicyc to 
converge with increasing Reynolds number, but there is also a 
tendency for the spread between the curves to diminish as the 
pitch increases. This trend is reasonable because in the limit as 
p — oo, ShriCVC, and Sh,iCyc should coincide. 

Figure 10 has been prepared to facilitate a comparison 
between the results for the various pitches and with the 
smooth-wall duct. The left- and right-hand graphs of Fig. 10 
respectively pertain^to the two investigated duct heights, and 
in each graph the Shcyc values for p/e = 9.15, 18.3, and 36.6 
are plotted as a function of Re. Also plotted is the Petukhov-
Popov equation which provides an excellent representation of 
the present data for a smooth-wall duct (Fig. 7). 

It is seen from Fig. 10 that the disturbance rods give rise to 
substantial enhancements relative to the smooth-wall duct, 
ranging from 40 to 90 percent. The extent of the enhancement 
is largest at the lower Reynolds numbers. Also, as expected, 

more closely spaced rods (i.e., smaller pitches) yield higher 
enhancements, but to an extent which is modest compared 
with the pressure drop penalty to be displayed shortly. The 
enhancement appears to be little affected by the duct height, 
despite the higher pressure drop penalty associated with the 
lesser height. 

The aforementioned enhancements pertain to Shc Even 
large enhancements, in the range from 60 to 140 percent, are 
encountered for Shrcyc. 

Pressure Drop and Friction Factor 

Typical pressure distributions are presented in Fig. 11 to 
illustrate the linearity encountered when properly positioned 
pressure taps are employed. In each graph, the pressure 
difference between the ambient and an axial station, X, is 
plotted versus X. For the pie = 9.15 case, the successive taps 
are separated by a distance 2p. In accordance with the 
principles discussed in the final paragraph of the Data 
Reduction section, this tap placement should yield a linear 
distribution in the periodic fully developed regime—and it 
does. 

When p/e = 36.6, the separation between taps is Vip, so 
that there are two taps in each cycle. Consequently, the 
pressures from consecutive taps do not fall on a straight line. 
However, since the distance between every other tap is p, a 
straight line is obtained by interconnecting the pressures from 
every other tap. There are two such sets of taps, and the 
straight lines for the two sets should be parallel—and they are. 

The linearity in evidence in Fig. 11 is indicative of the 
establishment of the fully developed region, which is very 
rapid. Note should also be taken of the substantially higher 
pressure drop for e/H = 0.164 compared with that for e/H = 
0.082. 

Fully developed friction factors were evaluated from 
equation (14) and are plotted in Fig. 12, respectively for e/H 
- 0.082 and 0.164 in the right- and left-hand graphs. Each 
graph conveys data for the three investigated p/e values. Also 
shown is the smooth-duct friction factor representation of 
Jones, which also represents the present smooth-duct results 
(Fig. 7). 

The experimental data are well correlated by the power law 

/=C,Re- ' " (16) 
with least-squares values (Clm) of (2.04, 0.297), (1.51, 
0.291), (0.945, 0.273), (1.26,'0.204), (0.938, 0.199), and 
(0.330, 0.132), respectively, for Cases 1-6. 

The friction factors for the rodded duct are seen to be many 
times greater than those for the smooth-walled duct. Also, as 
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Fig. 12 Fully developed friction factors 

expected, there is a marked increase of the friction factor as 
the pitch decreases. In addition, the greater the value of e/H 
(which may be regarded as an index of an effective 
roughness), the larger is / and the flatter are the / versus Re 
curves. 

In general, the increase in the friction factor due to rodding 
is much greater than the increase of the Sherwood number, 
and / is more sensitive to the geometrical parameters than is 
Sh. 

Correlations Based on Roughness Parameters 

Friction factor data for ducts with sand-grain roughness 
were well correlated by Nikuradse using a roughness function. 
In more recent years, several investigators (e.g., [3, 6, 8]) 
concerned with using surface protuberances to enhance heat 
transfer have extended Nikuradse's work. The present mass 
transfer and friction factor data will be correlated by em
ploying (and modifying) roughness parameters from the 
literature. 

The first step is to write the roughness function R+ in a 
form suitable for a high aspect ratio rectangular duct 

The Reynolds number is embedded in another roughness 
parameter, the roughness Reynolds number, e + , defined as 

R+ =^87f+2.5ln(2e/Dh)+4.23 (17) 

The constant 4.23 is specific to a rectangular duct1. To 
specialize to the present "roughness" configuration, a 
modified roughness function is defined as 

R+={(e/Dh)/(p/e))'/'Re
+ (18) 

1 In [3], the circular-tube value of 3.75 was used. 

e + < 1 2 0 

e+ >120 

(20) 

(21) 

e + = V / / 8 ( e / A , ) R e (19) 

With the use of R+ and e+ , the friction factor data have 
been plotted in Fig. 13. By comparing Figs. 12 and 13, the 
success of the R+, e+ variables in collapsing the friction 
factor data is clearly evident. Equations were fit to the data of 
Fig. 13 as follows 

/?+=0.685(e + )0-218, 

R+ = 1.18(e + )0 1 0 5 , 

Of the 30 points plotted in Fig. 13, 28 are within 3 percent of 
the correlating lines. 

A heat (mass) transfer function H£ is next introduced as 

Ht = i (//8St) - 1) /yJJT% +Re
+ (22) 

where St is the Stanton number (= Sh/ReSc). The cycle-
average, fully developed Sherwood numbers were used to 
evaluate equation (22), and the results are shown in Fig. 14. 

The figure contains two sets of results, that in the upper 
part corresponding to the case where there is mass transfer at 
the rodded wall only, while that in the lower part is for mass 
transfer at both walls. To separate the two sets, the former is 
plotted as H?, while the latter is plotted as 0 . 5 / / / . The 
respective least-squares correlations are 

/ / e
+=6.47(e + ) 0 M 7 

/ /e
+=9.84(e + ) 0 2 5 3 

(23) 

(24) 
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Fig. 13 Correlation of the friction factor results 

The correlations are seen to be very good, although there is 
some moderate data scatter. On the basis of findings en
countered earlier in the paper, equation (23) can also be 
employed to represent the Sherwood number of the rodded 
wall when there is mass transfer at both principal walls. 

Concluding Remarks 

The experiments reported here have provided definitive 
information on the mass (heat) transfer and pressure drop 
response to periodic disturbances caused by cylindrical rods 
situated adjacent to one of the principal walls of a flat rec
tangular duct. The experiments were performed for mass 
transfer boundary conditions which, in thermal terms, are: (a) 
uniform temperature at the rodded wall; no heat transfer at 
the non-rodded (i.e., smooth) wall, and (b) the same uniform 
temperature at both walls. 

Highly detailed axial distributions of the local Sherwood 
number were obtained, and these revealed the rapid 
establishment of a periodic fully developed regime. Cycle-
average, fully developed Sherwood numbers displayed 
substantial enhancement compared with the smooth-wall 
duct. For the average Sherwood number for mass transfer at 
both principal walls, enhancements as large as 90 percent were 
encountered. At the rodded wall, enhancements of up to 140 
percent occurred for either one-wall or two-wall transfer. 

Linear pressure distributions were measured between 
periodically deployed stations in the fully developed regime. 
The corresponding friction factors were several times larger 
than those for the smooth-wall case. 
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Fig. 14 Correlation of the cycle-average, fully developed Sherwood 
numbers 

The Sherwood number and friction factor data were very 
well correlated using parameters that took account of the 
effective surface roughness created by the presence of the 
disturbance elements. 
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A Numerical and Experimental 
Investigation of Turbulent Heat 
Transport Downstream From an 
Abrupt Pipe Expansion 
An experimental and numerical study is reported on heat transfer in the separated 
flow region created by an abrupt circular pipe expansion. Heat transfer coefficients 
were measured along the pipe wall downstream from an expansion for three dif
ferent expansion ratios of d/D = 0.195, 0.391, and 0.586 for Reynolds numbers 
ranging from 10" to 1.5 x 10s. The results are compared with the numerical 
solutions obtained with the k ~ e turbulence model. In this computation a new 
finite difference scheme is developed which shows several advantages over the 
ordinary hybrid scheme. The study also covers the derivation of a new wall function 
model. Generally good agreement between the measured and the computed results is 
shown. 

Introduction 
Many real flows of engineering interest contain regions of 

highly turbulent flow which exhibit instantaneous reversals of 
flow direction, even though the flow field is nominally steady 
overall. Examples include the turbulent separated flow region 
downstream from an abrupt expansion in a pipe and a 
simulated flow in an aircraft gas turbine combustor. Ex
perimental studies, e.g., [1-3], have investigated this 
phenomenon by examining both heat and mass transfer 
coefficients downstream from the expansion. They found that 
in such flows, on the downstream side after the separation, 
the heat/mass transfer coefficients are several times greater 
than those for fully developed turbulent pipe flow at the same 
Reynolds number. This heat/mass transfer augmentation may 
be attributed to increases in the level of the stream's turbulent 
kinetic energy due to an increase in energy generation rate 
after the separation of the flow. 

Numerical studies on this type of separated and recir
culating flow have been reported by several researchers: 
Chieng and Launder [4], Syed and Sturgess [5], Rastogi et al. 
[6], and Amano [7]. Chieng and Launder developed a near-
wall model in which the turbulent kinetic energy, the energy 
dissipation rate, and the turbulent shear stress varies within 
the viscous sublayer and formulated the mean rates of 
generation and dissipation of the ^-equation. Their results 
showed generally better agreement when the near-wall model 
was adopted than when the normal procedure was used, in 
which the variations of these turbulence variables are 
neglected. However, Rastogi et al. [6] showed, by using the 
same model as Chieng and Launder [4], that their near-wall 
model displayed little difference in the predicted Sherwood 
number compared with the results obtained by the simple 
normal procedure in which the variations of turbulence 
variables are neglected when applied to very high Schmidt 
numbers (Sc = 1670). Amano [7] further extended the wall 
function treatment for the evaluation of mean generation and 
destruction rates of the e-equation and obtained better results 
in the prediction of Sherwood number for high Schmidt 
number flows than by the treatment of [4]. Although everyone 
employed the k ~ e turbulence model, which allows the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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turbulent length scale variation throughout the flow to be 
predicted, the solution method everyone used was a hybrid 
scheme which generally underestimates the diffusion rate of 
the governing equations. Consequently, the refinement of the 
turbulence model has not always improved the computed 
results. 

In this paper an extensive experimental and numerical 
investigation of the flow downstream from an abrupt circular 
pipe expansion is presented with regard to heat transfer 
characteristics. In the experimental study, the local heat 
transfer coefficients downstream from an abrupt pipe ex
pansion were measured by using liquid R-113 as the working 
fluid for pipe expansion ratios (d/D) of 0.195, 0.391, and 
0.586 and for a wide range of Reynolds numbers (104 -
1.5 X105). In the numerical study, computations of heat 
transfer coefficients have been carried out by solving the 
elliptic equations of the momentum and the k ~ e turbulence 
model. The heat transfer coefficients are obtained by em
ploying the analogy between momentum and heat fluxes. The 
numerical method adopted in the present study is a fourth-
order finite difference scheme which was developed by ex
panding the exponential finite difference scheme. For the 
near-wall region, a more refined model of the wall function is 
developed in which the turbulent boundary layer is divided 
into three regions: a viscous sublayer, a buffer zone, and a 
fully turbulent zone. These formulations are given in the 
section of Mathematical Formulation and Physical Model. 

Experimental Apparatus and Procedure 

To determine the heat transfer characteristics downstream 
from a circular abrupt expansion, three test sections were 
tested over a wide range of Reynolds numbers. 

A test section, placed vertically in a flow loop, was con
structed from a 12.2 mm i.d., 457-mm long stainless steel 
tube. A uniform wall heat flux was obtained by passing a d-c 
current through the tube. A thick layer of insulation reduced 
heat losses to a negligible level. Thirty thermocouples were 
spaced along the outside tube wall, including three on the inlet 
bus bar to help evaluate the effect of the axial conduction. 
The first 19 thermocouples were spaced 4.76 mm apart; the 
next four were spaced 12.7 mm apart; and the final seven were 
spaced 25.4 mm apart. The shorter thermocouple spacing just 
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downstream of the expansion was necessary since relatively 
large variations over short distances in the heat transfer 
coefficients were anticipated in this area. The thermocouple 
voltages as well as the test section voltage drop and shunt 
voltage drop (from which test section current was obtained) 
were measured with a digital voltmeter with an accuracy of 
1/xv. 

The nozzles were machined from a hard plastic ("Delrin"). 
Nozzle diameters of 2.38 mm, 4.76 mm, and 7.15 mm were 
used which resulted in expansion ratios (d/D) of 0.195, 0.391, 
and 0.586, respectively. The nozzle exit was perpendicular and 
concentric to the stainless steel tube. Total nozzle length was 
about LN/d — 50 for all three cases so that a fully developed 
turbulent flow would be ensured at the nozzle exit. The en
trance to the nozzle was contoured so that there was a 
relatively smooth transition from the 25.4 mm supply piping 
to the nozzle. 

Before any data were taken, the flow rate and inlet fluid 
temperature were adjusted to give a specified Reynolds 
number based on the tube diameter downstream from the 
abrupt expansion. The test section power was then adjusted so 
that a maximum temperature difference between the wall and 
the fluid never exceeded approximately 35 K. At the location 
of the maximum heat transfer coefficient, these power set
tings resulted in a minimum temperature difference ranging 
from about 2 K at Re = 1 x 104 to 10 K at Re = 1.5 x 105. 
The temperature rise of the fluid ranged from about 3 to 5 K. 
After steady-state conditions were attained, the data were 
taken. 

The inside wall temperatures were obtained using the 
measured outside wall temperature and the electrical power 
dissipation rate. The steady-state heat conduction equation 
with internal heat generation in cylindrical coordinates was 

solved by assuming one-dimensional radial conduction with 
constant thermophysical properties. Because of the thin tube 
wall, low thermal conductivity, and relatively high heat 
transfer coefficients, axial conduction was assumed to be 
small. Thus, the heat flux was calculated by dividing the total 
power dissipation by the inside wall area of the heated tube. 
(Error due to longitudinal conduction is estimated to be less 
than 2 percent.) The heat transfer coefficients were then 
calculated by dividing the heat flux by the local temperature 
difference (Tw — Tf) at any location along the test section. 

A total of 13 tests were run. (Tabulated data are available 
upon request.) The three diameter ratios were tested at five 
Reynolds numbers, Re = 1.5 x 105, 8 x 10 \ 5 x 1 0 \ 2 x 
104, and 1 x 104, except that at the smallest d/D ratio, the 
two highest Reynolds numbers could not be tested because of 
equipment limitations. Heat balances comparing electrical 
dissipation with enthalpy rise of the fluid generally were 
within ± 5 percent; 85 percent of the data were within ±5.6 
percent and all data were within ± 10 percent. A propagation-
of-error analysis suggests that the uncertainty in the heat 
transfer coefficients at the point of the maximum heat 
transfer coefficient range from about ±4.7 percent for the 
largest d/D ratio and highest Reynolds number to about ±9.5 
percent for the smallest d/D ratio and lowest Reynolds 
number. Uncertainties at other locations in the tube are 
smaller than these. The uncertainty in the Reynolds number is 
estimated to be ± 2 percent. 

Mathematical Formulation and Physical Model 

Governing Equations. The present work is based on the 
numerical solution of the axisymmetic two-dimensional form 
of the time-averaged continuity, Navier-Stokes, and the high 

Nomenclature 

C,
/J,C1,C2,C/ — 

cP 

D = 

d = 

E = 

H = 

Nu 

Pf = 
P = 

q'w = 
R = 

Ren = 

c o e f f i c i e n t s in 
turbulence model 
specific heat at 
constant pressure 
diameter of pipe 
downs t r eam of 
expansion 
diameter of 

of 
pipe 
ex-upstream 

pansion 
empirical constant 
in logarithmic law 
step height (equal to 
(D-d)/2) 
turbulent kinetic 
energy (equal to 
uf/2) 

nozzle length 
Nussel t number 
based on diameter 
of pipe downstream 
of expansion 
P-function 
pressure 
wall heat flux 
n u m e r i c a l cel l 
Reynolds number 
Reynolds number 
based on diameter 
of pipe downstream 
of expansion 

R„ = 

r = 
T = 

Tf = 
U = 

ur = 

u+ = 

u = 

x = 

viscous sublayer 
Reynolds number 
(equal to klnyjv) 
given in Table 1) 
radial coordinate 
temperature 
fluid temperature 
mean velocity in x-
direction 
friction velocity 
(equal to ^ITW/P) 
dimensionless velo
city (equal to U/ Ur) 
turbulent fluctuat
ing velocity 
mean velocity in r-
direction 
coordinate parallel 
to pipe axis 
distance from pipe 
wall 
dimensionless dis
tance from wall 
(equal to yUT/v) 
diffusivity of vari
able </> 
dissipation rate of 
turbulence energy 

(equalto i '©') 

ft 

P 
a 

Subscripts 

B = 

E,N,S,W, 

e,n,s,w 

i, J = 

k,e = 

P = 

v = 
von Karman 
constant 

turbulent dynamic 
viscosity 
kinematic viscosity 
density 
Prandtl number 
turbulent Prandtl 
numbers for dif
fusion of k, e, and 
temperature 
turbulent shear 
stress 

values at the edge of 
buffer layer 
values at east, 
north, south and 
west node points 
values at east, 
north, south and 
west edge of the cells 
tensor subscript 
notation 
values pertaining to 
kinetic energy and 
dissipation rate, 
respectively 
values of node point 
P 
values at the edge of 
viscous sublayer 
wall values 

Journal of Heat Transfer NOVEMBER 1983, Vol. 105/863 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Near-wall three zone model 

Generation rate in ^-equation P 
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Reynolds number version of k ~ e turbulence equations [4]. 
The equations following this approach for the present flow 
configuration can be written in the following general form 

1 T 3 d 1 
~r[—{rpU^)+-(rpV<j>)\ 

= ir[l(rT*ai) + l(rT*t)]+S^ (1) 

where <j> stands for different dependent variables (£/, V, k, and 
e) for which the equations are to be solved, and S 0 stands for a 
source term. The diffusion coefficient T^ may be specified in 
each equation by way of 

lx,=Clipk2/e 

) condenser/after-eooler 

Fig. 1 Experimental set-up 

where <j0 stands for turbulent Prandt l numbers (o> and at). 
The present model has been used in a wide variety of turbulent 
flow situations and good predictive capability has been 
achieved [4-7]. 

Numerical Solution Procedure. The control volume ap
proach was adopted for solving equation (1) by using the 
finite difference scheme. The grid system used in this program 
is a so-called staggered grid system in which the value of each 
scalar quanti ty is associated with every grid node (i.e., the 
points where the grid lines intersect), al though the vector 
quantities (velocity components) are displaced in space 
relative to the scalar quantities. This grid system has ad
vantages in solving the velocity field since the pressure 
gradients are easy to evaluate and velocities are conveniently 
located for the calculation of convective fluxes. 

The finite difference scheme used in this paper is a method 
derived by expanding the exponential finite difference scheme 
of Spalding [8]. This scheme can be shown in the following 
form if equation (1) is written in a finite difference form. 

where 

Ap<t>p=AE<j)E + / 1 W 0 W +AN(f>N +As<ps +b 

AE=DJ(\Re\) + [-Fe,0] 

Aw=Dv/f(\R„l) + [Fvl,0] 

AN=DJ(\Rn\) + [-Fn,0] 

As=DJ(\Rs\)+[Fs,0] 

iP=AE+AVt 

b = S^5Vol 

D = Vefl/8x 

F=pU 

R = F/D 

(2) 

and where 

/ ( I R I ) = 0, ( l - ~ IRI + 4 IRI2-
12 720 

I R I 4 ) (3) 
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Fig. 2 The function of /(IRI) for various schemes 

where [ ] shows the symbol which stands for the largest of 
the quantities contained within it. 

The function/(IRI) shows the curve as in Fig. 2 in which 
the hybrid and the exponential schemes are compared with the 
present scheme. The nature of the hybrid scheme is such that 
it is identical with the central difference scheme for the cell 
Reynolds number range - 2 < R < 2, and outside this range 
it reduces to the upwind difference scheme in which diffusion 
has been set equal to zero. However, as can be seen in Fig. 2, 
the departure of the hybrid scheme from the exact solution 
(exponential scheme) is rather large at R = ± 2 ; also, it seems 
rather premature to set the diffusion effects equal to zero as 
soon as IRI exceeds 2. Considering the shortcomings of the 
exponential scheme, i.e., exponentials are expensive to 
compute and the scheme is not exact for two- or three-
dimensional situations, the above expression o f / ( I R I ) in 
equation (3) is obtained by expanding the exponential ex
pression to the fourth-order term. This scheme is not par
ticularly expensive to compute compared to the exponential 
scheme; and, noting that this scheme reduces to the upwind 
differencing for IRI greater than 4, it is relatively simple. 
Furthermore, the accuracy has been improved in the range 1 

< IRI <4 . 

Near-Wall Model. The viscous-affected zone, no matter 
how small it is, normally gives significant effects over the 
whole flow field since the major change in the velocity from 
the wall to the free stream occurs in this near-wall region. This 
model was originally developed by Chieng and Launder [4] 
for the evaluation of the mean generation and dissipation 
rates in the ̂ -equation and it was further extended by Amano 
[7] for the evaluation of the mean generation and destruction 
rates in the e-equation. In the above analyses the near-wall 
region is divided into two parts: a viscous-affected region and 
a fully turbulent region. 

By using a nondimensional distance, y + , based on distance 
y from the wall and the friction velocity, Ur, the near-wall 
region is divided into two regions at the midpoint of the 
buffer zone (y+ = 11.0) where the linear velocity profile in 
the viscous sublayer meets the logarithmic velocity profile. 
However, most of the experimental data show ([9] and [10], 
for example) that both the linear and logarithmic profiles 
deviate from the experimental data in the buffer zone. 
Therefore, in the pesent study, a three-zone, near-wall model 
is proposed which is comprised of a viscous sublayer (0 <y + 

< 5) adjacent to the wall, a buffer zone (5 < y+ < 30), and a 
fully turbulent zone (30 < y + < 400). 

Figure 3 shows a computational node, P, whose associated 
control volume is bounded on the south side by a wall. In this 
figure, the three zones are shown such that the node point P 
lies outside the buffer zone assuming the near-wall cell is large 
enough. A mathematical relationship describing the behavior 
of the turbulent kinetic energy, k, and the turbulent shear 

BUFFER LAYER 

"VISCOUS SI SUBLAYER 
7777777777777777^ 

MALL 

(a) Wall-adjacent cell (b) Turbulent kinetic energy (c) Turbulent shear stress 
profile used profile used 

Fig. 3 Near-wall, three-zone model 

stress, T, needs to be developed especially in the viscous 
sublayer and the buffer zone. Backwell and Lumley [11] 
reported that the streamwise fluctuating velocity increases 
linearly with distance from the wall, y, within the viscous 
sublayer, and then it increases with y" in the outer region of 
the viscous sublayer. A close examination of Klebanoff's data 
[12] indicates that the power of n shows nearly 0.5 in the range 
of buffer zone (5 < y+ < 30). Therefore, it is easily ap
proximated that k varies parabolically in the viscous sublayer, 
after which it varies linearly with distance from the wall. 
Within the fully turbulent region, however, the variation of k 
is controlled by the methodology of finite difference, and the 
linear variation between node P and its northern neighbor is 
considered to extrapolate to the edge of the buffer layer (see 
Fig. 3(6)). 

Unlike the variation of k, the turbulent shear stress, r, has a 
different dependence on y. If the streamwise velocity has a 
relation U ~ y near the wall, then, from the continuity 
equation, it is deduced that V~y2, and the convective ac
celeration is proportional to y2. Hence, we have 

d ( au\ 2 

Yy("Yy)~y 

r~y* 
This cubic profile generally yields very small values of T 
within the viscous sublayer, which thus permits 7 to be treated 
as negligible in this viscous sublayer. While in the buffer zone, 
the shear stress r is assumed to vary with a cubic profile and 
undergoes a relatively sharp increase at the edge of the buffer 
layer and varies linearly over the remainder of the cell. The 
precise form of this linear variation is fixed by connecting the 
turbulent shear stress at the outer edge of the cell, T„ , with the 
wall stress, rw (see Fig. 3(c)). 

By adopting the normal procedure of e evaluation by 
Amano [7], the variation of k, e, and r can be expressed in the 
following form in the three zones. 

(0 Viscous Sublayer 

/ y \ 2 / dk'"- \ l 

(if) Buffer layer 

k=kg)L;e = kv2/c =T(LY 

(4) 

(5) 

(Hi) Fully Turbulent Region 

*« — *B (, kP — k^, 
y + \K p . 

yn -yB ^ yP -yN 

k= hJ^y+ (kp_
kf_J^y\ =by + a 

y „ - y n \ VP-VN / 

e = k^2/Cly,T = Tw+(Tn-T„) — (6) 

where 
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Fig. 4 Measured Nusselt number distribution for different pipe 
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Fig. 5 Measured Nusselt number distribution for different pipe ex
pansion ratios 

The Nusselt number is obtained by using the interlinkage 
between the near-wall variation and the local wall fluxes as 

pCp(T-Tw)UT = (U++Pf) (8) 

where Pf is the P-function given by Jayatilleke [13] as 
P / = 9.24[(a/o-7-)

0-75 -1][1 + 0.28 exp(- 0.007 a I aT)], (9) 
where aT is the turbulent Prandtl number and equal to 0.9. 

- kN kn— kB 

-yp\b= yP -yN' " y„ -yB 

In equations (4-6) the notations in Fig. 3 are used. 
The terms in equation (1) represent a ^-balance involving 

convection, diffusion, generation, and destruction. The 
convection and diffusion terms, which are generally of minor 
influence near the wall, are handled in such a way that all 
fluid leaving the cell next to the wall is assumed to have the 
energy at node P as is employed for the evaluation over the 
remainder of the flow. Noting the expression of equation (4), 
both k and e have zero gradient at the wall. This fact 
corresponds to no diffusion of k and e toward the wall. 

The mean values of generation and destruction rates for 
both k and e equations are obtained by integrating the local 
variables of generation (P and C^Pe/k) and destruction (e and 
C2e

2/k) over the computational cell after inserting the 
relations in equations (4-6) and then dividing by the volume 
of the cell. The results are summarized in Table 1. In this 
expression the streamwise velocity in the fully turbulent 
region can be given the following form which was attained 
from the logarithmic law of the wall. 

f / t - l /2 1 

^ - = ±ln(E*yBk^/v) 
Tw/p K* 

(7) 

where E* = EC1/4 and K* = KC]/4 which are the limiting 
values obtained by imposing the local equilibrium of tur
bulence at the boundary of buffer zone and fully turbulent 
zone. 

Results 

Experiment. The experimental results are shown in Figs. 4 
and 5. Figure 4 represents the variation of Nusselt number for 
different pipe Reynolds numbers and Fig. 5 represents the 
variation of Nusselt number for different ratios. 

For any particular test (see Figs. 4 and 5), the heat transfer 
coefficients start at a low level, increase as one moves away 
from the expansion section, reach a peak 6 to 8 step heights 
from the expansion section and then decrease, eventually 
reaching the fully developed condition in 30 to 40 pipe 
diameters. The peak heat transfer coefficient occurs about 6 
to 8 step heights downstream of the expansion section in all 
cases. The dependency of Nusselt number on Reynolds 
number seems to be reasonable for d/D = 0.391 and 0.586; 
the levels of Nusselt number increase with increasing 
Reynolds number. However, the data for d/D = 0.195 do not 
show the same trend; for example, the maximum Nusselt 
number of Re ,̂ = 1 x 104 is about the same as that of Re^ = 
2x 104. This feature is discussed in the last part of the next 
section. 

Computation. To test the validity of the grid system the 
computations were performed for two different grid systems. 
One is a 22 x 22 grid system in which the grid size contracts in 
the radial direction and expands in the axial direction so that a 
finer grid spacing is formed near the large pipe wall and the 
vertical wall at the expansion. The other run was made with a 
22 x 30 grid system wherein extra nodes were inserted 
midway between each node except for the column adjacent to 
the wall boundary. For both cases, the nondimensional near-
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Fig. 6 Nusselt number distribution 

wall distance y£ was found to vary between 40 and 80 along 
the wall. 

Differences in predicted heat transfer rates between these 
two node systems did not exceed 4 percent as seen in Fig. 6, 
and considering the large computing time with a 22 x 30 grid, 
the 22 x. 22 grid system was adopted for the rest of the 
computations. This also shows that the present computational 
scheme is sufficiently insensitive to the cell size. 

Average central processor time on a UNI VAC 1100 
computer was about 8-1/2 min to convergence, which was 
typically achieved after 300 iterations. 

Figure '6 also compares the computed results with the ex
perimental data for the expansion ratio d/D = 0.391 and Re ,̂ 
= 2 x 104. Agreement between experiment and computation 
is very good (within 10 percent discrepancy). 

Figure 7 displays a comparison of the numerical results 
obtained employing two different wall functions (near-wall 
models) with the experimental data for d/D = 0.391 and 
0.586. The rest of the computations were performed with the 
three-zone, near-wall model only and are compared with the 
experimental data for three pipe expansion ratios and for 
different pipe Reynolds numbers and are shown in Fig. 8. 

Discussion 

From Fig. 7, it is easily seen that the computational results 
obtained by employing the present three-zone wall function 
model show surprisingly better results than those obtained 
with the two-zone wall function model of [7]. Note also that 
the maximum Nusselt numbers predicted by the two-zone 
model display 5-20 percent higher values than the ex
perimental data for ReD = 2 x 10\ while the predictions are 
50-100 percent higher than the experimental values at ReD = 
8 x 104. On the other hand, the predictions of the maximum 
Nusselt number using the three-zone model show differences 
of -20 percent at Re0 = 2 x 104 and + 13 percent at Re^ = 
8 x 104. 

It is noticed that the prediction by the two-zone model 
agrees better with the experimental data for lower Reynolds 
numbers than for higher Reynolds numbers, while the 
prediction made by using the three-zone model agrees 
relatively well with the experimental data for a wide range of 
Reynolds numbers. Why the present three-zone model shows 
much better prediction at higher Reynolds numbers compared 
to the two-zone model may be explained from the way in 
which these models are set up in the Wall proximity region. In 
the two-zone model the determination of the length scale in 
this region is not appropriate enough since a linear length 
scale starts from y + = ll (at the midpoint of the buffer 
zone), while a linear length scale starts from y+ = 5 in the 
three-zone model, which corresponds to the actual situation. 
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Fig. 7 Nusselt number distribution 

Also, for higher Reynolds number flows, the higher values of 
k„ result in a thinner viscous sublayer. These effects combine 
to produce a much lower thermal resistance in the near-wall 
layer which results in very high Nusselt numbers if the two-
zone model is employed. However, the error in the ap
proximation of the two-zone model will be negligibly small 
for relatively lower Reynolds number flows. Thus, the dif
ference appearing in the predictions between the two-zone and 
the three-zone models is small in lower Reynolds number 
flows. 

Unlike the difference in the predicted levels of Nusselt 
number, the location of the predicted maximum Nusselt 
number does not vary with the different wall function models. 
Therefore, it may be concluded that none of the various 
aspects of the wall function models used and/or developed in 
this paper has any significant effect on the axial location of 
the maximum Nusselt number but that the position of the 
maximum Nusselt number is controlled by the turbulence 
model per se. It is also concluded that the wall function 
treatment is not very important for relatively low Reynolds 
number flows (ReD < 5 x 104) but is significant for higher 
Reynolds number flows. The rest of the computations were 
performed with the three-zone wall function model. 

Figure 8 compares the measured and calculated distribution 
of Nusselt number at different Reynolds numbers for three 
different expansion ratios. There is generally close similarity 
in both measured and calculated distributions for d/D = 
0.195 and 0.391, i.e., the maximum heat transfer coefficient is 
reached at about 5 step heights for d/D = 0.195 and at about 
7 step heights for d/D = 0.391. However, for d/D = 0.586 
the maximum calculated Nusselt numbers do not coincide 
with the maximum measured Nusselt numbers but occur 
about 2-3 step heights upstream from the measured peak. 
Since the step height for this relatively small expansion (large 
d/D) is the smallest of the expansion ratios used in this study, 
a small error in the axial distance is amplified when expressed 
in terms of the step heights. Hence, the positions of the 
maximum measured and calculated Nusselt numbers are 
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Fig. 8 Nusselt number distribution 

sufficiently close such that it would be rather difficult to say 
whether or not this difference in the axial location is 
significant for this large d/D. Note also that the locations of 
the maximum Nusselt numbers obtained by both experiment 
and computation are consistent for all the expansion and 
Reynolds number cases. For example, for d/D = 0.391 the 
computed location of Numax varies from 4.7 to 6.2 step 
heights as Re ,̂ increases from 1 x 104 to 1.5 x 105, while 
those of measured values vary from 4.1 to 6.6 step heights 
downstream from the expansion section. 

The percentage difference between the calculated and 
measured values of Numax ranges from - 15 percent at ReD = 
2 X 104 to + 17 percent at ReD = 5 X 104 for d/D = 0.195. 
Those differences for the other two expansion ratios show a 
similar trend, i.e., the computation underpredicts at lower 
Reynolds numbers and overpredicts at higher Reynolds 
numbers. The variations of the maximum Nusselt number 
shown in Fig. 9 suggest that the calculated behavior exhibits a 
slightly greater sensitivity to Reynolds number than do the 
measured results for both d/D = 0.391 and 0.586. However, 
the experimental data for d/D — 0.195 display very small 
dependence on the Reynolds number. Furthermore, the ex
perimental data show a decrease in Reynolds number 
dependency as the expansion ratio d/D decreases, while the 
calculated results show the same dependence on Reynolds 
number of approximately 0.75-0.78. It is generally seen that 
the measured and calculated curves agree with each other for 
Refl > 5 x 104. When the level of turbulence is strong 
enough to penetrate the flow field for the large step height 
case (small d/D), the performance of heat transfer rates at the 
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wall shows similar behavior to the cases of d/D = 0.391 and 
0.586. However, for lower Reynolds number the turbulence 
intensity promoted at the nozzle exit propagates in the axial 
and radial direction, and the condition of the nozzle exit is 
affected more by the recirculating flow than the cases of 
higher Reynolds number or larger d/D. 

Figure 10 shows the experimental results of the ratio of the 
maximum Nusselt number to the Nusselt number at fully 
developed flow as a function of the expansion ratio d/D for 
different Reynolds numbers. This figure indicates that for the 
higher Reynolds number flows the experimental data con
verge to the limit where Numax/Num = 1.0 at d/D = 1.0 
although those for lower Reynolds number do not. At low 
Reynolds numbers the data for d/D = 0.195 agree with the 
convergence line better than for d/D = 0.586. This is 
probably because the data shown in Fig. 10 are normalized by 
the fully developed Nusselt number. Any disturbance or 
systematic error is also influencing the measurements of both 
Numax and Nu,,, at the same rate. Although the power law of 
the measured data for d/D = 0.195 displayed in Fig. 9 is 
unrealistic, the data shown in Fig. 10 are quite reasonable. 
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Conclusion Acknowledgments 
The main conclusions from the study of the flow down

stream of an abrupt pipe expansion are summarized as 
follows: 

1 The development of the three-zone wall function model 
improved the predicted heat transfer results, especially for 
higher Reynolds number flows. This fact indicates that the 
variations of turbulent quantities in the buffer zone produce a 
significant effect on the heat transfer fluxes at the wall for 
higher Reynolds number flows but not too much for lower 
Reynolds number flows. 

2 The maximum heat transfer rate is predicted to occur at 
about the same position as do the experimental data. 

3 The maximum Nusselt number is predicted to increase 
with Reynolds number at effectively the same rate as that for 
fully developed pipe flow. This pattern has been shown to 
agree to some extent with the experimental data for larger 
expansion ratios d/D, but not for smaller expansion ratios. 

4 The experimental data show less dependence of Nusselt 
number On Reynolds number for small pipe expansion ratio 
{d/D = 0.195), while the numerical results show the same 
dependence as for the large expansion ratios. 

Finally, it should be emphasized that the simple k ~ e 
turbulence model gives relatively good agreement with ex
periments by modifying the wall function treatment. This 
improvement should be performed prior to extending the 
turbulence model to a multi-equation model in which all the 
stress components must be computed in their own transport 
equations. Furthermore, the improvement of the finite dif
ference scheme as well as the near-wall treatment is im
portant. 

This work was conducted at the University of Wisconsin-
Milwaukee through the sponsorship of the NASA-Ames 
Research Center under contracts NAG 2-160. 
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In-Tube Heat Transfer for Skewed 
Inlet Flow Caused by Competition 
Among Tubes Fed by the Same 
Plenum 
Measurements were made of the axial and circumferential distributions of the heat 
transfer coefficient in a tube in which the entering airflow is highly skewed. The 
skewness was caused by competition between the test section tube and a parallel 
tube which draws air from the same plenum chamber. For each of several fixed 
Reynolds numbers in the test section tube, the flow imbalance between the com
peting tubes was varied parametrically (up to a factor of eighteen), as was the 
center-to-center separation distance between the tubes (separation = 1.5, 3, and 4.5 
times the tube diameter). Measurements were also made of the pressure drop, and a 
visualization technique was employed to examine the pattern of fluid flow. Prac
tically significant effects of the flow imbalance on the axial distribution of the heat 
transfer coefficient were encountered only at the smallest of the investigated inter-
tube spacings. Even for that case, the effects were moderate; for example, the 
imbalance-related changes for an imbalance ratio of two did not exceed 7 percent. 
The experiments involved naphthalene sublimation, and a new technique was 
developed for coating the inside surf ace of a tube with naphthalene. 

Introduction 
It is a common occurrence in heat exchange devices that a 

number of tubes draw fluid from the same header or plenum 
so that, in effect, the tubes are competing for the available 
fluid. This occurs, for example, in a shell and tube heat ex
changer where the tube inlets, built into a tube sheet, face 
upstream into a plenum chamber from which all tubes draw 
their fluid. The inherent competition among the tubes plays a 
decisive role in shaping the velocity distribution in the fluid 
entering any given tube. Indeed, even in the simplest con
figurations, the tube inlet velocity will differ significantly 
from the classical cases (e.g., either uniform or fully 
developed profiles) which are used in both experimental and 
analytical studies of in-tube heat transfer. 

As a case in point, consider a very large plenum supplied 
with fluid at its upstream end and bounded at its downstream 
end by a tube sheet in which the tubes are arranged on 
equilateral triangular centers. If the rate of fluid flow drawn 
into each tube is the same, then, owing to symmetry, each 
inlet is fed by a stream tube of hexagonal cross section which 
extends from the face of the tube sheet back into the plenum. 
Thus, the velocity profile at inlet corresponds to that for an 
abrupt contraction from the hexagonal stream tube to the 
circular inlet aperture in the tube sheet and is, clearly, more 
complex than those of the standard pipe-flow literature. 

The next stage of inlet profile complexity—that which is the 
focus of the present investigation—is the presence of a high 
degree of skewness in the profile. The skewness may result 
from a number of factors. One of these, the one involved in 
the present experiments, is differences in the rate of fluid flow 
passing through the various tubes which draw from the 
plenum. Thus, for example, a tube inlet situated next to one 
which draws a relatively high rate of flow from the plenum 
will experience an entering velocity distribution that is skewed 
in the direction of the high-inflow tube. Furthermore, the 
extent of the skewness will be accentuated as the degree of the 
tube-to-tube flow imbalance increases. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
12, 1982. 

Skewed inlet profiles may also result from the geometry of 
the plenum or from the manner in which fluid is supplied to 
the plenum. In a narrow plenum, the fluid particles must 
move on highly curved trajectories in order to reach the 
various inlet apertures in the tube sheet. Similarly, fluid 
supplied to the plenum via a port in the side of the plenum will 
also move along trajectories that are highly curved. 

In the presence of a skewed inlet velocity distribution, the 
separation of the flow (which occurs at any sharp-edged inlet) 
will also be skewed, as will the subsequent reattachment. 
Moreover, the nonaxisymmetric turning of the flow as it 
enters the tube should also give rise to a secondary (i.e., 
circumferential) flow superposed on the mainflow. These 
features are not encountered in conventional, axisymmetric, 
single-tube flows from which heat transfer results are 
customarily obtained for subsequent use in heat exchanger 
design. 

The focus of this investigation is the determination of 
turbulent pipe-flow heat transfer coefficients in the presence 
of skewed inlet velocity distributions. The approach taken 
here is to look at the generic problem rather than to be 
concerned with the large number of specific physical 
situations where skewness occurs. To this end, an ex
perimental setup was employed which enabled the skewness to 
be varied in a systematic manner and which was capable of 
yielding skewnesses even more exaggerated than those en
countered in normal practice. 

A schematic view of the experimental arrangement is shown 
in the upper diagram of Fig. 1. As seen there, two parallel 
tubes are set into a large circular plate (hereafter called the 
baffle plate) and draw from the open space upstream of the 
plate. Each tube was equipped with a downstream-positioned 
blower, control valve, and flowmeter (not shown), so that the 
rate of airflow passing through each could be controlled 
independently. 

The experiments were conducted at several fixed Reynolds 
numbers (i.e., flow rates) in the test section tube 1 covering 
the range from 5000 to 44,000. At each fixed Re,, the 
Reynolds number Re2 of the second tube was varied from 
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Fig. 1 Upper diagram: two tube and baffle plate arrangement; lower 
diagram: typical module 

zero to as large a value of Re2/Rei as was permitted by the 
capabilities of the apparatus (up to Re2/Re, = 18). The 
variation of Re2/Re, at a fixed value of Re, served to vary the 
degree of skewness of the velocity distribution at the inlet of 
tube 1. Correspondingly, the measured Nusselt numbers for 
tube 1 revealed the response of a fixed Reynolds number pipe 
flow to the degree of flow imbalance and inlet-profile 
skewness. 

Another parameter varied during the course of the in
vestigation was the proximity of the tubes. If S denotes the 
center-to-center separation distance and D is the internal 
diameter of the tubes, then the proximity may be defined by 
the S/D ratio. The investigated values of S/D included 1.5,3, 
and 4.5. 

Two types of heat transfer coefficients were measured. For 
each data run, circumferential-average coefficients were 
obtained at 21 to 24 axial stations along the length of the test 
section tube. For selected runs and at a specific axial station, 
circumferential variations of the coefficient were also 
measured. 

In actuality, the heat transfer coefficients were determined 
indirectly via the analogy between heat and mass transfer by 
employing the naphthalene sublimation technique. In this 
regard, a new procedure was developed for applying on the 
inside of a tube a naphthalene coating of precise dimensions 
and having a hydrodynamically smooth surface finish. 

Two types of fluid flow measurements were made to 

supplement the heat transfer experiments. The oil-lampblack 
flow visualization method was employed to examine the 
pattern of fluid flow adjacent to the tube wall, especially in 
the region where the separated flow reattaches to the wall. 
Axial pressure distributions were also measured to identify the 
effect of the skewed inlet velocity on the pressure drop. 

To the knowledge of the authors, the work described here is 
the first research involving multiple-tube competing flows. A 
variety of inlet conditions for single tubes has been in
vestigated, as reported in [1-3]. 

Experimental Apparatus 

As noted earlier, the experiments were conducted utilizing a 
pair of parallel tubes whose upstream ends mated with a large 
baffle plate and which drew air competitively from the space 
upstream of the baffle. Whereas the two tubes experienced 
strong hydrodynamic interactions, no mass transfer in
teractions can occur (note that extraneous, difficult-to-
control, thermal interactions would have occurred had heat 
transfer experiments been performed). Therefore, only one of 
the two tubes (i.e., tube 1) need participate in the mass 
transfer process, while the other tube (tube 2) functions only 
as a fluid flow device. Correspondingly, tube 1 was internally 
coated with naphthalene and tube 2 was metallic (aluminum), 
without naphthalene. Both tubes had approximately the same 
internal diameter. 

Each of the tubes was part of an independent flow circuit 
which, along the path of the airflow, included the tube itself, 
a flowmeter (one of three calibrated rotameters), a control 
valve, and a blower. The blowers were situated in a service 
corridor outside the laboratory room, which enabled their 
discharge, heated by blower compression and laden with 
naphthalene vapor, to be vented away from the laboratory. 
As a result of this arrangement, the air in the laboratory was 
free of naphthalene vapor and at a nearly uniform tem
perature (about 20°C), maintained by a control system. 

Mass Transfer Test Sections. Two distinct mass transfer 
test sections were employed during the experiments—one to 
determine the axial distribution of the mass transfer coef
ficient and the other for the circumferential distribution. The 
axial distribution was, by far, the major focus of the work, 
and the test section used in its determination will be described 
first and in greater detail, with that for the circumferential 
distribution to follow. 

The test section used for the axial distribution was of 
modular design, and a typical module, flanked by portions of 
the adjacent upstream and downstream modules, is pictured 
schematically in the lower diagram of Fig. 1. As seen there, 
the module consists of an outer metallic shell and an inner 
annular layer of solid naphthalene that was implanted by a 
casting process to be described shortly. The metallic shell is a 
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Fig. 2 Setup for forming a naphthalene coating on the inside of a 
circular tube 

segment of aluminum tube (i.d. = 4.064 cm, o.d. = 4.826 
cm). At one end of the segment, an internal recess, 0.508-cm 
long, was formed by cutting away half the wall thickness. A 
similar recess was cut into the external surface at the other end 
of the module. As can be seen in the diagram, the test section 
was assembled by mating the internal recess of one module 
with the external recess of the adjacent module, with pressure-
sensitive tape used to seal the joint against leaks. 

The internal diameter, D, of the cast naphthalene layer was 
3.272 cm, while the axial length, Lmod , of the naphthalene that 
was exposed to the airflow varied with the selected module. 
For the modules of the type pictured in Fig. 1, three different 
lengths, Lmod, were employed, respectively, Lmod/D = 0.388, 
0.766, and 1.553. In the assembly of the test section, the 
shortest modules were positioned nearest the inlet, followed 
by the intermediate modules and then the longest modules. 
The specific positions of the respective modules will be ap
parent from the forthcoming presentation of results. 

The most upstream module was, necessarily, somewhat 
different from the others. The external surface of the metallic 
wall of the module was machined so that it fit snugly in an 
aperture in the baffle plate, and the upstream faces of the 
module and the baffle plate were aligned flush. Moreover, the 
module design was such that its upstream face was metallic, so 
that naphthalene sublimation occurred only along the bore of 
the module. The Lmoi/D ratio for this special module was 
0.466. 

All told, as many as 24 modules were assembled to form the 
test section. Fixtures and supports were provided to ensure the 
straightness of the assembled test section tube. 

The technique which was developed for forming a 
naphthalene coating on the inside surface of a circular tube 
will now be described. As a first step, the naphthalene coating 
from the preceding data run was removed from each module 
by melting and evaporation. Then, a mold was assembled as 
shown in Fig. 2. The components of the mold included the 
metallic wall of the module, end caps which mated with the 
recesses at the respective ends of the metallic wall, and a shaft 
(diameter = 3.272 cm) which passed through apertures in the 
end caps and served as the centerbody of the mold. The 
surface of the shaft had been polished to a mirrorlike finish 
with a succession of lapping compounds. 

Molten naphthalene was poured into the annular cavity 
between the metallic wall and the centerbody through an 
aperture in the wall. Once the naphthalene had solidified, the 
shaft and end caps were removed. The resulting surface 
quality of the cast naphthalene was comparable to that of the 
polished shaft. As a final step, the pouring aperture was 
sealed with tape to prevent extraneous sublimation. In certain 
modules (a total of four), thermocouples were cast into the 
naphthalene layer, flush with its interior surface. 

Attention is now turned to the test section used for the 
measurement of the circumferential distribution of the heat 

transfer coefficient. In this regard, it may be noted that the 
scope of this phase of the investigation was more limited than 
that for determining the axial distribution. In particular, the 
circumferential measurements were confined to the axial zone 
0.472 < X/D < 0.848, which corresponds to the axial range 
of the second module of the primary test section that was 
described earlier. This is the range in which the maximum heat 
transfer coefficients were encountered, and it was, therefore, 
chosen as the site for the circumferential studies. 

In essence, the test secction was an aluminum tube with a 
circular patch of naphthalene built into its wall. The tube was 
fabricated from solid aluminum rod stock whose external 
surface was first turned down to the desired outside diameter 
(to fit snugly into the aperture in the baffle plate). Then, a 
hole, 1.232 cm in diameter, was drilled radially into the rod at 
a distance of 2.159 cm from one end. Finally, the rod was 
bored axially, resulting in a circular tube with an i.d. of 3.272 
cm (matching the i.d. of the test section described earlier). 

The naphthalene patch was cast by employing the polished 
shaft that was used in the casting process for the modules. The 
shaft was inserted into the bore of the just-described 
fabricated tube, thereby blocking off the base of the radial 
hole. Molten naphthalene was poured into the open end of the 
radial hole, into which a thermocouple was also implanted. 
After solidification was completed, the polished shaft was 
removed, leaving a patch of naphthalene which now formed 
part of the surface which bounded the bore of the tube. 

The circumferential position of the patch was varied by 
rotation of the tube, thereby enabling the detection of the 
circumferential variation of the transfer coefficient. 

The patch was the only naphthalene surface in its test 
section at which mass transfer occurred. Therefore, the 
measured circumferential variations of the mass transfer 
coefficient reflect circumferential nonuniformities of the 
velocity field but do not reflect mass transfer events at up
stream locations. Since the role of the velocity is expected to 
be dominant, the measured coefficients should give a true 
accounting of the circumferential variations. 

Other Apparatus Components and Instrumentation. As 
already noted, the second of the two parallel tubes served a 
hydrodynamic function in that it controlled the skewness of 
the velocity distribution at the inlet of the test section tube. 
The second tube was of seamless aluminum, with internal and 
external diameters of 3.239 cm and 4.227 cm, respectively, 
and a length of 88.9 cm. The tube fit snugly into an aperture 
in the baffle plate, and the upstream face of the tube wall was 
flush with the upstream face of the baffle. Fourteen taps 
deployed along the length of the tube were used for the 
pressure drop measurements described later. 

The baffle was also of aluminum, 91.44 cm in diameter and 
1.23-cm thick. An aperture was bored through the plate at its 
center to accommodate the test section tube. In addition, four 
other apertures were machined into the baffle, to be used one 
at a time to accommodate the second tube. The three aper
tures not in use were closed by aluminum disks, with the joints 
filled with body putty. The entire upstream face of the plate 
was sanded with 600-grit wet or dry paper, with special at
tention given to ensure a hydrodynamically smooth surface 
adjacent to the sealed apertures. The apertures were deployed 
along a radial line, with the respective centers at l.SD, 325, 
4.5Z), and 6D from the center of the test section tube (D = 
internal diameter of test section tube). 

With regard to instrumentation, the four thermocouples 
implanted in the test section have already been mentioned. A 
fifth thermocouple measured the inlet air temperature. All 
thermocouples were precalibrated and were read with a 
programmable, 1 /tV datalogger. Airflow rates were measured 
with calibrated rotameters. 

Perhaps the most critical measurement was the deter-
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Fig. 3 Upper part: typical 1I0w visualization pattern (Rel == 70,000,
Re2/Rel == 1.26, SID == 1.5); lower part: diagram showing definition of
angular posilions in the test seclion tube

Mass (Heat) Transfer Results

The experiments performed here provide mass. transfer

at the sharp-edged inlet of the tube and reattaches to the tube
wall along the wavy black band. The angular variation of the
reattachment is a direct consequence of the skewed inlet
velocity resulting from the flow imbalance. In view of the
modest imbalance (Rez/Rel = 1.26), the extent of the cir
cumferential variation is remarkable. The most forward point
of the reattachment is at e = 0 deg, Le., at the position of
nearest proximity of the tubes, while the most downstream
reattachment occurs at e = ± 180 deg (i.e., on the side of the
test section away from the competing tube). These results are
consistent with the skewing of the test-section inlet flow in the
direction of the competing tube.

The streak lines upstream of reattachment indicate a wall
adjacent backflow-a flow directed upstream .. This backflow
is one leg of the recirculating flow which occupies the
separation bubble. The backflow carries the oil-lampblack
mixture toward the tube inlet and deposits it there, giving rise
to the inlet-adjacent black band. The backflow streaks are not
parallel to the tube axis. Their curvature is indicative of the
presence of a circumferential velocity, probably a secondary
flow caused by the nonaxisymmetric turning of the fluid as it
enters the tube.

The streak lines downstream of reattachment suggest the
absence of circumferential (secondary) flow except, perhaps,
in the neighborhood of e= 180 deg. However, at greater flow
imbalances, it is quite likely that secondary motions would
persist to greater downstream distances.

With regard to the forthcoming masstransferiresults,
perhaps the most significant finding of the flow visualization
is that the flow imbalance (Le., the initial skewing) shifts the
reattachment upstream at e = 0 deg and downstream at e =
180 deg. Observations of numerous visualization patterns
indicate that this behavior is accentuated with increasing
imbalance.

180

TEST SECTION
TUBE

f

o-180Flow Visualization

Flow visualization studies were undertaken to gain insights
into the effects of the skewed inlet velocity on the pattern of
fluid flow in the initial portion of the test section tube. These
studies were performed utilizing the oil-lampblack technique,
whereby a mixture of oil and lampblack powder is brushed on
the surface which bounds the airflow. Ideally, under the
action of the forces exerted by the flow, the mixture will move
along the surface, following the paths of the fluid particles
which pass adjacent to the surface. In regions of low velocity
(e.g., stagnation zones, reattachment zones), the mixture will
remain stationary, so that such regions show themselves as
black, streak-free zones on the surface.

The technique works best at high Reynolds numbers owing
to the relatively high stresses that exist. At low Reynolds
numbers, experience with a variety of flows has demonstrated
that very little can be seen, even if a mixture of high fluidity is
used (low viscosity oil and low particle loading). Furthermore,
for vertical or downfacing surfaces, relatively stiff mixtures
have to be utilized to prevent sagging and runoff, and such
stiff mixtures preclude successful visualizations at low
Reynolds numbers. Since the test section tube was horizontal
in the present experiments, the employed mixture had to be
stiff enough to avoid sagging along a considerable portion of
the tube circumference. These realities restricted the
visualization work to the high Reynolds number range (>
35,000).

To obtain a record of the visualized flow pattern, the inside
surface of the test section tube was covered at its upstream
end with white, plasticized contact paper. Once the oil
lampblack visualization pattern had been formed, the contact
paper was carefully separated from the tube wall and laid flat
on a sheet of cardboard for photography.

A photograph of a typical visualization pattern, shown in
the aforementioned laid-out format, is presented in the upper
portion of Fig. 3. This photograph corresponds to a test
section Reynolds number Rei = 70,000, to the modest flow
imbalance Rez/Rel = 1.26, and to a separation distance SfD
= 1.5. The right- and left-hand edges of the photo are parallel
to the tube axis, and these edges are in contact with each other
during the visualization experiment. The lower edge
corresponds to the inlet edge of the test section, while the
upper edge corresponds to an axial station that is about 2YzD
from the inlet. To aid in the interpretation of the pattern, the
lower part of Fig. 3 shows both the inlets of the test section
tube and the competing tube and defines angular positions
around the circumference of the test section tube.

Prior to the start of the visualization experiment, the entire
surface of the contact paper was covered by a uniformly black
film of the oil-lampblack mixture, so what is seen in the
photograph represents a substantial rearrangement. .. Four
distinct zones are in evidence. There is a relatively straight
black band adjacent to the lower edge (Le., the tube inlet) and
a curved black band somewhat downstream. Zones con
taining streak lines are situated· between the two bands and
downstream of the second band.

The visualization pattern indicates that the flow separates

mination of the masses of the individual modules. The
amount of naphthalene sublimed during a data run was
determined by differencing the masses of the respective
modules measured before and after the run. For this purpose,
a Sartorius ultra-precision, electronic analytical balance was
employed. This balance has a resolving power of 10 -5 g and a
capacity of 166 g. Typical changes of mass during a run were
in the 0.05 grange.

Pressure measurements were made with a Baratron
capacitance-type, solid-state pressure meter able to detect
differences of 10- 3 mm Hg.
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coefficients and Sherwood numbers, and these can be con
verted to heat transfer coefficients and Nusselt numbers by 
employing the analogy between the two processes. Because of 
this, the phrases heat transfer and mass transfer will be used 
interchangeably in the forthcoming presentation. The thermal 
boundary condition for the heat transfer problem which is 
analogous to the present mass transfer problem is uniform 
wall temperature. 

Data Reduction. The per-module mass transfer coef
ficient and Sherwood number were evaluated at each module 
of the primary test section. These coefficients may be 
regarded as quasi-local. In the forthcoming presentation, they 
are plotted at the axial midpoints of the respective modules. 

At a typical module j , let AM,- denote the amount of mass 
sublimed during the run time r and Aj denote the mass 
transfer surface area. Also, p„„j and p„bJ respectively 
represent the naphthalene vapor densities at the wall and in 
the bulk. With these, the per-module mass transfer coefficient 
and Sherwood number are 

Kj=(AMj/TAj)/(p,mj-pnbj) (1) 
Shj=KjD/S> (2) 

where 2D is the diffusion coefficient. 
Turning to the specifics of the evaluation of K, it may be 

noted that both AM,- and T are measured quantities, and A is 
known from the geometry of the system. The vapor density 
pnw at the wall was found from successive application of the 
Sogin vapor pressure-temperature relation [4] and the perfect 
gas law. The measured wall temperatures were uniform along 
the test section, so that p„w was the same at all modules for a 
given data run. 

To find the bulk vapor density, p„b, at module, j , it may 
first be noted that the increase in p„b between the inlet and 
outlet sections of any module, m, is 

(Ap„6),„ = (AM,„/T)/Q (3) 

where Q is the volumetric flow rate passing through the 
module. Then, it follows that 

j-i 

Pnb, j Pnb,o (4) 

The quantity p„bt0 is the naphthalene bulk density at the inlet 
of the test section tube, which is zero for the present ex
periments. Also, Q is virtually constant along the test section 
(typical variation -0 .04 percent). 

For the Sherwood number evaluation, it is convenient to 
eliminate the diffusion coefficient by using the definition of 
the Schmidt number, Sc, which gives 

Shj=(KjD/p)Sc (5) 

For naphthalene diffusion in air, Sc = 2.5 [4]. The kinematic 
viscosity, v, was evaluated as that for pure air—consistent 
with the minute concentrations of the naphthalene vapor. 

The evaluation of K and Sh for the circumferentially 
orientable test section follows the same pattern as that for 
each module. The area, A, that appears in equation (1) now 
represents the surface area of the naphthalene patch, while p„b 

= 0 since no mass transfer occurs upstream of the patch. 
The Sherwood number results will be parameterized by the 

Reynolds number, Re, defined in the conventional manner as 

Re = 4vv/ji7r£> (6) 

in which w is the mass flow rate of the air. 

Axial Distributions of the Transfer Coefficient. As a 
prelude to the presentation of the axial distributions, the 
measured fully developed Sherwood numbers for single-tube 
operation will be compared with the literature. For these 
experiments, the second tube's aperture in the baffle plate was 
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Fig. 4 Axial distributions of the Sherwood number in the presence of 
various flow imbalances for Re-) = 5000 and 9000 and for SID = 1.5 
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Fig. 5 Axial distributions of the Sherwood number in the presence of 
various flow imbalances for Re1 = 22,000 and 44,000 and for SID = 1.5 

sealed. Comparisons were made over the range from Re = 
5000 to 88,000 with the Petukhov-Popov equation (equations 
(8-23) and (8-24) of [5]) and its low Reynolds number ex
tension due to Gnielinski [6]. Agreement to 5 percent or better 
was encountered over the entire range, lending strong support 
to the present experimental technique. 

Axial distributions of the Sherwood number along the test 
section tube are presented in Figs. 4 and 5. These results 
correspond to two-tube operation (with the single tube as a 
special case) and to the smallest of the investigated center-to-
center separation distances, S/D = 1.5. Figure 4 conveys 
results for two fixed values of the test section Reynolds 
number, Re, = 5000 and 9000, while Fig. 5 presents the 
corresponding information for Re, = 22,000 and 44,000. 

At each fixed value of Re,, data are plotted for various 
flow imbalance ratios Re2/Re, = 0 (single-tube operation), 2, 
4, . . . . Since the maximum attainable value of Re2 was 
approximately 88,000, the largest imbalance ratio, ~18, was 
achieved at the smallest Re, ( = 5000). As Re, increased, the 
range of the imbalance ratio decreased, so that at Re, = 
44,000, the largest imbalance ratio was about two. 
Correspondingly, the successive graphs, starting with Re, = 
5000 and proceeding toward larger Re,, include fewer data 
points. 

The local Sherwood numbers for all operating conditions at 
a fixed value of Re, have been normalized by the measured 
fully developed Sherwood number corresponding to single 
tube operation at that Re,. This quantity is designated as 
Sh / d 0 , and the ordinates of the graphs are Sh/Sh /rf0• 

An overall view of Figs. 4 and 5 indicates a common pattern 
for all the Sherwood number distributions. Starting with a 
moderate value adjacent to the tube inlet, the Sherwood 
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Fig. 6 Axial distributions of the Sherwood number for flow im
balances Re2/Re-| = 2, 4, and 10 for various test section Reynolds 
numbers Re1 andforS/D = 1.5 

number increases sharply to a maximum, whereupon it 
decreases, rapidly at first, and more gradually thereafter, 
finally approaching the fully developed value. For all cases, 
the maximum occurs at the second module, which is centered 
at X/D = 0.660. 

The aforementioned distribution is characteristic of tube 
flow with a sharp-edged inlet, which gives rise to inlet-
adjacent separation. The reattachment of the flow at the tube 
wall is responsible for the sharp peak in the transfer coef
ficient, and the subsequent dropoff of the coefficient is a 
consequence of the post-reattachment redevelopment of the 
flow. Despite the frequent occurrence of the sharp-edged 
inlet, analytical predictions for this configuration have not 
appeared in the literature. 

In assessing the effects of flow imbalance (i.e., the skewing 
of the inlet flow), it is useful to regard the single-tube data 
(i.e., Re2/Re, = 0, open circles) as a reference. Relative to 
that reference, an overview of Figs. 4 and 5 shows that the 
imbalance can cause substantial changes in the Sherwood 
number. However, a closer inspection reveals that if very 
large imbalances such as Re2/Re[ = 10 and 18 are 
momentarily excluded from the discussion, then the effects of 
the imbalance are moderate. For instance, for Re2/Re, = 2 
and Rej = 9000, there is no axial station at which the im
balance-related change in Sh exceeds 5 percent, while for Re! 
= 22,000 and 44,000, 5 percent (or slightly greater) changes 
occur at only a few discrete points. Even for Re[ = 5000 and 
Re2/Re! = 2, the largest imbalance-related change is 7 
percent. In this regard, it may be noted that a factor-of-two 
flow imbalance is by no means small when viewed from the 
standpoint of practice. 

Large flow imbalances such as Re2/Re! = 10 and 18 
significantly affect the Sherwood number distribution, both 
in the immediate neighborhood of the inlet and downstream 
of the sharp dropoff which follows reattachment. For 
example, at Rej = 5000, deviations of 10 percent between the 
large-imbalance distributions and that for the single tube 
persist to X/D = 12. However, with increasing Re!, the effect 
of the imbalance appears to lessen, as suggested by a com
parison of the Re2/Rei = 10 distributions for Re! = 5000 
and 9000. This trend is not unexpected, since low Reynolds 
number flows are generally more susceptible to disturbances 
than high Reynolds number flows. 

Another interesting characteristic of the results is that the 
presence of the imbalance does not have a universally 
enhancing or degrading effect on the Sherwood number. At 
the first measurement station, the imbalanced flows yield 
larger Sherwood numbers than that for the single tube, while 

Fig. 7 Axial distributions of the Sherwood number in the presence of 
various flow imbalances for Re1 = 5000 and for SID = 3 and 4.5 

the opposite relationship is in evidence at the second and third 
stations. Thereafter, there is even less regularity in that the 
existence of enhancement or degradation at a specific X/D 
depends on the magnitude of Re2/Rej. For the larger 
Re2/Re! (10 and 18), enhancement occurs with regularity in 
the region downstream of the rapid decrease of the Sherwood 
number that follows reattachment. 

Certain of the trends noted in the preceding paragraph can 
be rationalized by taking cognizance of the shifting of the 
reattachment line which accompanies an increase in the flow 
imbalance ratio, as indicated by the visualization study. 
Another factor which may explain the downstream enhance
ment in evidence at large values of the ratio is the presence of 
a secondary flow (i.e., a swirl) induced when the fluid turns to 
enter the tube (in a manner similar to a pipe bend). 

The data of Figs. 4 and 5 have been brought together in an 
alternate presentation in Fig. 6 in order to address the 
question of whether the imbalance-related effects can be 
correlated solely as a function of the imbalance ratio, 
Re2/Rei. The figure contains three graphs, respectively, for 
Re2/Re, = 2, 4, and 10 (lower to upper), and in each graph 
Sh/Sh^o data are plotted for various Reynolds numbers. It is 
evident from the figure that Sh/Sh/rf0 depends on Rei as well 
as on Re2/Re,. Overall, at a fixed Re2/Re!, there is a ten
dency for Sh/Sh/d0 to increase with decreasing Re,, which is 
consistent with the expectation that lower Reynolds number 
flows are more sensitive to disturbing influences. 

Thus far, the presentation of results has been focused on 
the closest of the investigated center-to-center distances, i.e., 
S/D =1.5. Attention is now turned to the effect of increases 
in S/D. Since the lowest Reynolds number case, Re, = 5000, 
is the most sensitive to the flow imbalance, it will be con
sidered first. 

In Fig. 7, Sh/Sh/d0 distributions for Re[ = 5000 are 
plotted for S/D = 3 and 4.5, respectively, in the lower and 
upper graphs. If Fig. 4 is kept in mind, then Fig. 7 indicates a 
great decrease in the effects of the flow imbalance with in
creasing S/D. At S/D = 3, there is no detectable effect of the 
Re2/Re! = 10 flow imbalance, and even for Re2/Re, = 18 
the deviations of the Sherwood numbers from the single-tube 
values are, for the most part, negligible. If the spacing is 
increased to S/D = 4.5, then the results for Re2/Re, = 18 are 
coincident with those for Re2/Re! = 0. 

The S/D effect is addressed for larger values of Re, in Fig. 
8, where results for Rei = 9000 and 22,000 are plotted for 
S/D = 3. Here again, the data for the Re2/Re, > 0 cases are 
indistinguishable from those for Re2/Re! = 0. 

Figures 7 and 8 indicate that even enormous flow im
balances are not felt when the tubes are moderately far apart. 
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Fig. 8 Axial distributions of the Sherwood number in the presence of 
various flow imbalances for He-, = 9000 and 22,000 and for SID = 3 

By the same token, if the tubes were to be positioned much 
closer together than the S/D = 1.5 separation investigated 
here, there could well be a large magnification of the effects 
of the flow imbalance. 

Efforts made to correlate the results are reported in [7]. 
Specific consideration was given to the use of Re2/Re] as a 
correlating parameter, but the Sh/Sh^o results corresponding 
to a given value of Re2/Rej are not independent of Rej (Fig. 
6). Neither was it possible to correlate the results with S/D 
since there were virtually no imbalance-related effects for any 
S/D other than 1.5. 

Circumferential Distributions of the Transfer Coef
ficient. The circumferential distributions of the Sherwood 
number, measured by a naphthalene surface patch centered at 
X/D = 0.660, are plotted in Fig. 9. The figure consists of 
four graphs, respectively, for Re, = 5000, 9000, 22,000, and 
44,000. In each graph, data for Sh/Sh/d0 are plotted as a 
function of the circumferential position, 6, where 6 is defined 
in the diagram below the photograph of Fig. 3. The data are 
parameterized by the flow imbalance ratio Re2/Re,, with the 
single tube (Re2/Rej = 0) included for reference purposes. 
All the data are for S/D =1.5. 

In appraising the results, it is helpful to recall that 6 = 0 deg 
corresponds to the position of closest proximity of the two 
tubes, while 8 = 180 deg is the position farthest from the 
competing tube. It may be noted that uncertainty bars have 
been affixed to various of the data points. These bars reflect 
the range of the data from multiple repeated runs; in those 
cases where there are no bars, the repeated runs gave virtually 
identical results. 

As seen in the figure, the Sherwood number, starting from 
its value at 6 = 0 deg, increases to a maximum, whereafter it 
declines and attains a minimum at 6 = 180 deg. Owing to 
symmetry, the pattern repeats for 180 deg < 6 < 360 deg. 
Since the number of circumferential measurement sites was 
limited, the actual maxima of the respective distributions may 
not be quite coincident with the plotted maxima. It is believed, 
however, that the true minimum occurs at d = 180 deg. 

At high values of the flow imbalance ratio Re2/Re,, the 
maximum and minimum of the circumferential distribution 
are widely separated. As Re2/Rei decreases, the extrema tend 
to come together, and when Re2/Re,, = 0, the distribution is 
circumferentially uniform (within the scatter of the data). 

The development of the circumferential variation with 
increasing Re2/Re! can be traced to the related shifting of the 
flow reattachment—in the upstream direction at 6 = 0 deg 
and in the downstream direction at 6 = 180 deg. Thus, for 
sufficiently large Re2/Ret, the reattachment at 6 — 0 deg lies 
upstream of the patch location, while for 6 = 180 deg the 
reattachment occurs downstream of the patch. At these 

90 180 270 360 0 90 180 270 
CIRCUMFERENTIAL POSITION 8 (DEGREES) 

Fig. 9 Circumferential distributions of the Sherwood number at X/D = 
0.660 for various flow imbalances and test section Reynolds numbers 
and for S/D = 1.5 

angles, the patch is respectively situated in the (post-
reattachment) redevelopment region and in the (pre-
reattachment) separated region. The curved reattachment line 
(Fig. 3) passes through the patch site at an angular position 
somewhere between 0 = 0 and 180 deg, causing the maximum 
in the distribution curve. 

Pressure Drop Results 

For the pressure drop measurements, the tap-equipped 
metallic tube was positioned in the baffle aperture otherwise 
occupied by the mass transfer test section. Another metallic 
tube was employed to establish the flow imbalance. 

In all cases, the linearity of the pressure distribution was 
established for X/D > 10. In the linear region, the local 
pressure p(X) can be related to the pressure, p„, in the 
upstream plenum via the expression 

(pa,-p(X))/VipV2={X/D)f+Kp (7) 
where / is the friction factor. The quantity, Kp, is the in
cremental pressure loss coefficient. It takes account of the 
losses associated both with the entry of the flow into the tube 
and with the hydrodynamic development which occurs within 
the tube. 

Values of Kp were determined for both single-tube and 
imbalanced two-tube operation. For the single tube, the 
measured Kp values were 1.66, 1.58, 1.53, 1.52, and 1.52, 
respectively, for Re = 5, 9, 22, 44, and 88 thousand. Flow 
imbalance was found to increase Kp but to a remarkably small 
extent. For example, for Re2/Re) = 4, Re, = 22,000, and 
S/D = 1.5, the Kp value was only 3.7 percent larger than that 
for the single tube. The maximum imbalance effect on Kp 
among all of the investigated cases was about 10 percent. 

Concluding Remarks 

The present work appears to be the first investigation of 
turbulent tube-flow heat transfer and pressure drop in the 
presence of inlet flow skewness caused by flow imbalances 
between tubes which draw fluid from a common plenum. The 
investigated imbalances far exceeded those that may be ex
pected in practice (even those which might occur due to a 
narrow plenum). 

In the experiments, the test section Reynolds number was 
fixed at one of several preassigned values, while the flow 
imbalance was varied parametrically. The effect of the center-
to-center distance, S, between the two competing tubes was 
also investigated, with S/D being varied from 1.5 to 3 to 4.5. 

The heat transfer results were determined indirectly by mass 
transfer measurements utilizing the naphthalene sublimation 
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technique. In this regard, a new coating procedure was 
developed which enabled naphthalene to be cast on the inside 
of a circular tube. The pattern of fluid flow in the test section 
tube, just downstream of the inlet, was visualized with the oil-
lampblack technique. Axial pressure distributions were 
measured to determine the additional losses due to the flow 
imbalance. 

Practically significant effects of the flow imbalance on the 
axial distribution of the Sherwood number were encountered 
only at the smallest of the investigated intertube spacings, i.e., 
S/D = 1.5. Even for that case, the effects were moderate 
except at very large imbalances. For example, for a flow 
imbalance ratio of two, which is by no means small from the 
standpoint of practice, the largest imbalance-related changes 
did not exceed 7 percent. 

The pressure drop information was presented in terms of a 
coefficient, which reflects the losses associated with the entry 
of the flow into the tube and with its hydrodynamic 
development. For all of the investigated cases, the imbalance-
related changes in the loss coefficient were less than 10 per
cent. 

The issues of pressure drop balancing and the consequent 
flow redistribution among the tubes of a multitube array are 
beyond the scope of the paper. 
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Heat Transfer Coefficient in Ducts 
With Constant Wail Temperature 
An analytical method for the numerical calculation of the heat transfer coefficient 
in arbitrarily shaped ducts with constant wall temperature at the boundary is 
presented. The flow is considered to be laminar and fully developed, both thermally 
and hydrodynamically. The method presented herein makes use of Galerkin-type 
functions for computation of the Nusselt number. This method is applied to circular 
pipes and ducts with rectangular, isosceles triangular, and right triangular cross 
sections. A three-term or even a two-term solution yields accurate solutions for 
circular ducts. The situation is similar for right triangular ducts with two equal 
sides. However, for narrower ducts, a larger number of terms must be used. 

Introduction 

Analytical calculation of the friction factor and the heat 
transfer coefficient has received considerable attention in the 
literature. A recent book by Shah and London [1] provides a 
valuable collection of the available information on this 
subject. This reference preempts the need for an exhaustive 
literature survey on the subject. Only references directly 
affecting the development of the present method are men
tioned here. 

Information on the heat transfer coefficient for 
hydrodynamically and thermally fully developed laminar flow 
in ducts are given under the condition of locally constant wall 
heat flux, axially constant wall heat flux with cir-
cumferentially constant wall temperature, and constant wall 
temperature. The computation of the heat transfer coefficient 
for both constant wall heat flux and the friction factor 
requires solution of Poisson-type partial differential 
equations. In problems of this type, especially for arbitrarily 
shaped ducts, the use of orthogonal functions introduced by 
Sparrow and Haji-Sheikh [2] and a similar method using a 
standard least squares method [3] has been successful and has 
received considerable attention. Other successful solution 
methods are based on the finite difference technique [4] and 
the Ritz variational procedure [5]. The computations leading 
to evaluation of the heat transfer coefficient under the 
condition of constant wall heat flux are plentiful. However, 
the heat transfer coefficients, under the constant wall tem
perature condition designated by the symbol (T) in [1], are 
not readily available for ducts of nonelementary shape. 

A simplified procedure is described for calculation of the 
heat transfer coefficient in thermally fully developed laminar 
flow in arbitrarily shaped ducts when the wall temperature is 
maintained constant. This procedure leads to an eigenvalue 
problem for determination of the average Nusselt number. 
The Galerkin method is used in order to complete numerical 
computations. The numerical values of the Nusselt number 
for a circular pipe was initially prepared to ascertain the 
feasibility of this solution method. Then the right triangular 
ducts, for which similar information has not been cited in the 
literature, are studied. Also, the data provided for isosceles 
triangular ducts in this study are more accurate than those 
available in the literature. 

Analysis 

The thermally fully developed condition refers to a flow 
condition when the temperature profile can be expressed by 
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Fig. 1 Schematic of a duct, surface element, and volume element 

similar functions. Accordingly, the temperature distribution 
can be expressed as 

BF(X,Y) dHb 
T(X,Y,Z) = T* + 

dZ (1) 

in which T* = Tw is a quasi-steady-state solution, k is the 
thermal conductivity of the fluid, and// fc is the bulk enthalpy. 
The function F(X,Y) is an auxiliary function which must 
satisfy homogeneous boundary conditions. For the problem 
under investigation F(X,Y) equals zero along the contour of 
the duct. In addition, the quasi-steady-state solution, T*, 
must satisfy the condition 

dT* 

~dn 
ds = 0 (2) 

where n is selected along the outer normal and s is along the 
contour of the duct. A detailed discussion concerning this 
method is presented in [6]. 

The constant B can be evaluated if consideration is given to 
energy balance on a fluid element as depicted in Fig. 1. 

dHb ^ , - -
- -* '- J- (3) dZ 

k — ds 
on 

J s L dn 

dTw B dHb dF 
+ k dZ dn 

T - Ids 

The first term in the square bracket vanishes in accordance 
with equation (2). Then the value of B can be expressed as 

rIF 
5 = 1 / $ —ds 

dn 
(4) 

According to the definition of the bulk enthalpy for most of 
the liquids and ideal gases 

Hb=\ pCpuTdA (5) 

The value of T from equation (1) can be substituted in 
equation (5), then 

A PC„uTwdA + — -^±^ PCpuFdA (6) 
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Fig. 2 Configuration of circular, right triangular, isosceles triangular, 
and rectangular ducts 

Cognizance may be taken that Hb = pCpuTbA and dHb/dZ 
= qwP, where Tb is the bulk temperature, u is the average 
velocity, qw is the average heat flux along the circumference, 
and P is the perimeter. The substitutions of the appropriate 
quantities for B, Hb, and dHb/dZ'm equation (6) result in the 
following equation 

pCpuA(T„-Tw): 
QwP L'c< uFdA 

J \ \ d n ) 

(7) 

ds 

The heat transfer coefficient is derived in the customary 
manner, that is 

qw = h(Tw-Tb) 

Equation (7), following application of the divergence theorem 

<$) (dF/dn)ds=[ V2FdA 

and the definition of Nu = hDJk reduces to 

L( 4Nu vf f+-»r " ) 
F)dA=0 (8) 

where De is the dimensionless hydraulic diameter, that is, the 
ratio of De to an appropriate characteristic length and the 
coordinates in the Laplace operator are also dimensionless 
using the same characteristic length. The characteristic length 
for each geometry studied is defined later. 

This is an eigenvalue problem and the Nusselt number 
properly appears in the eigenvalue. The computation of Nu 
requires the knowledge of velocity distribution. The function 
F can be any function which is finite, continuous and single-
valued in the region representing the cross section of the duct. 
The first and second derivatives of F must satisfy similar 
conditions. Moreover, the function F must vanish on the 
contour of the duct. A Galerkin-type function satisfies all the 
conditions just mentioned and is ideally suited for this ap
plication. An additional reason for selecting a Galerkin-type 
function is to investigate the usefulness of the Galerkin 
method and its convergence behavior. 

According to the Galerkin procedure [7], function 0 = 0 on 
the contour. Then the function F, selected as 

= 4>[C1+C2x + Ciy + C4x
2+C5xy + C6y

2 + 

= C 1 / 1 + C 2 / 2 + C 3 / 3 + . . . 

M 

(9) 

unconditionally satisfies the boundary condition F= 0 on the 
contour of the duct. The functions F, 4>, x, and y are 
dimensionless using a suitable characteristic length. The 
substitution of equation (9) in equation (8) and following the 
standard Galerkin procedure results in 

4 N u „ „ 
A + 5-B = 0 

De
2 

The elements of the matrices A and B are 

(10) 

a,b 
au>bu 

A 
A,B 

B 

CP 

Cj 

cf 
dj 
D 

De 

£>e 
fj 

F 

h 

Hb 

'J 
k 

= dimensions, Fig. 2 
= elements of matrices A and 

B 
= flow area of the duct 
= matrices 
= a constant in equations (1) 

and (4) 
= specific heat 
= coefficients 
= friction factor 
= elements of the array D 
= array of coefficients dj, 

equation (14) 
= hydraulic diameter, 4,4IP 
= De/R0 or DJ a 
= solution functions, di

mensionless 
= auxiliary function, 

equation (1) and (9) 
= average heat transfer 

coefficient 
= bulk enthalpy 
= indices 
= thermal conductivity 

M 
n 

Nu 
P 
P 

Qw 

r 

R 
Ro 
Re 

s 

T 
T* 

Tb 

Tw 

u 
u 

u* 

- number of terms 
= elemental distance along 

the unit normal 
= Nusselt number, hDe/k 
= pressure 
= perimenter of the duct 
= wall heat flux 
= cylindrical coordinate, 

dimensionless 
= cylindrical coordinate 
= radius of circular duct 
= duct Reynolds number, 

uDJv 
= area element on the 

contour of the duct 
= local temperature 
= quasi-steady state tem

perature 
= bulk temperature 
= wall temperature of the 

duct 
= local velocity 
= average velocity 
= dimensionless local 

u* 

x,y,z 

X,Y,Z 
a 
V-
V 

P 
</> 

h 
* 

V 

V 

V, 

velocity, 

V ix dZ/ 

= average dimensionless 
velocity, equation (18) 

= Cartesian coordinates, 
dimensionless 

= Cartesian coordinates 
= angle 
= viscosity coefficient 
= kinematic viscosity 
= density 
= Galerkin function, di

mensionless 
= elements of the array * 
= array with elements \j/j, 

equation (16) 
= kinematic viscosity 
= Laplace operator, d/dY + 

d/dZ 
= Laplace operator, d/dy + 

d/dz 
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and 

" A \\jMVA 

L(l)/^ 

(11«) 

(116) 

which can be computed numerically when a duct has an ar
bitrary cross section. 

Results 

Several examples are presented to qualify and illustrate the 
application of the proposed method. Further details are 
available in the Appendix. 

Circular Duct. The first example is appropriately devoted 
to the well-known Graetz solution [8] for the thermally fully 
developed portion of the flow in a pipe, Fig. 2(a). The value 
of ulu = 2(1 - r 2 ) , <f> = 1-r2, F = E C , ^ - ' 1 , /} = 
^/•2(/'-i)> a n c j r = R/R0 is the dimensionless radius and the 
characteristic length is the physical radius of the pipe, R0. 
Accordingly, the elements of the matrices A and B are 
computed using equations (11a) and (lib) as 

a,y=-(8/-4)(T- i---T i - .) 

+ 4(/ - 1 ) 2 G + +j-2 i+j-I i+j i + i/ 

and 

1 \i+J-

3 

T+j + 
1 

(12a) 

(\2b) 
i+j-1 i+j ' i+j+l i+j + 2, 

It is apparent that the matrix B is symmetric. It can be shown 
that the matrix A is also symmetric if equation (11a) is in
tegrated by parts one time and the appropriate boundary 
condition is used. The first eigenvalue of equation (10) now 
can be computed following the substitution of matrices (12a) 
and (126) in equation (10). When M= 1, the value of Nu = 3 
is obtained. Whereas, when M is increased to 2, the value of 
Nu = 20(1 -V2/3) = 3.6701 exhibits a remarkable accuracy. 

An excellent accuracy is achieved by selecting M = 3. The 
resulting Nusselt number is Nu = 3.6570, which compares 
with the exact value of 3.6568. 

The aforementioned example indicates that a sufficient 
accuracy may be obtained by using this Galerkin-type solution 
with a few terms. However, the next example illustrates that 
this is not true when the duct has a narrow profile. 

Right Triangular Duct. In order to investigate the ac
curacy of this method as applied to a geometry which does not 
accept an exact analytical solution, a duct with a right 
triangular configuration is selected. The values of the friction 
factor, entrance region pressure drop, and heat transfer 
coefficient for axially constant heat flux for that geometry are 
reported by Sparrow and Haji-Sheikh [4], using the finite 
difference technique. Similar results, utilizing a variational 
method, are reported by Iqbal et al. [9]. The constant wall 
heat flux problem is studied in [5]. However, the value of the 
heat transfer coefficient for the constant wall temperature 
boundary condition is not reported in the literature. This 
value, for an isosceles right triangle, is given by Schmidt and 
Newell [10]. Other limited information may be deduced from 

[1]. 
For this geometry, the exact value of the velocity 

distribution, ulu, for computation of the Nusselt number, 
Nu, is not readily available. Preliminary to computation of 
the Nusselt number, the value of ulu must be determined for 
substitution in equation (116). As a by-product of the 
computation of Nu, the value of ulu is calculated using 
Galerkin's method. The right triangular duct selected for this 
study is depicted in Fig. 2(b). One side of the triangle, ad
jacent to the right angle, has a length designated by " a . " This 
value is selected as the characteristic length for subsequent 
calculations. 

The velocity distribution is computed using equation 

V 2 H * + 1 = 0 (13) 

where u* = «/(— a2/\x. dp/dZ) and u* vanishes on the 
boundary of the duct. According to the standard Galerkin 
procedure, the value of u* is selected as 

u* = <t>(dl+d1x+diy + dix
2+dixy + d6y

2 + . . .) (14) 

Table 1 Coefficients dya for calculation of velocity distribution in 
right triangular ducts" 

a 

85 

80 

75 

70 

65 

60 

55 

50 

45 

dl 

.222694( 

.743024( 

.144578( 

. 236608( 

.358013( 

.519319( 

.73683K 

.103686( 

.146321( 

1) 

1) 

2) 

2) 

2) 

2) 

2) 

3) 

3) 

d2 

-.183914( 

-.250532( 

-.939714( 

-.225868( 

-.442298( 

-.77860K 

-.129333( 

-.208444( 

-.332278( 

0) 

1) 

1) 

2) 

2) 

2) 

3) 

3) 

3) 

d3 

-.133101( 

-.757888( 

-,185468( 

-.350061( 

-.593522( 

-.948419( 

-.146188C 

-.220978( 

-.331954( 

1) 

1) 

2) 

2) 

2) 

2) 

3) 

3) 

3) 

d4 

.141166( 

.20071K 

.79473K 

.209249( 

.455429( 

.887176( 

.161233( 

.281233C 

.481294( 

0) 

1) 

1) 

2) 

2) 

2) 

3) 

3) 

3) 

d5 

.117256( 

.309878( 

.165814( 

.499133( 

.114171( 

.225638( 

.411016C 

.715161( 

.121547( 

0) 

1) 

2) 

2) 

3) 

3) 

3) 

3) 

4) 

d6 

.335958( 

.347064( 

.112769( 

.256858( 

.512440( 

.951007( 

.167745( 

.286138( 

,480192( 

0) 

1) 

2) 

2) 

2) 

2) 

3) 

3) 

3) 

d7 

.144412(-1) 

-. 180546( 0) 

-.184210( 1) 

-.765189( 1) 

-.216195( 2) 

-.495926( 2) 

-.101168( 3) 

-.193495( 3) 

-.358015( 3) 

d8 

-.763844(-l) 

-.197539( 1) 

-.107812( 2) 

-.350626( 2) 

-.900754( 2) 

-.202195( 3) 

-.415358( 3) 

-.804128( 3) 

-.150316( 4) 

a 

85 

80 

75 

70 

65 

60 

55 

50 

45 

d9 

-.218138(-1) 

-.113382( 1) 

-.885115( 1) 

-.341187( 2) 

-.928636C 2) 

-.209119( 3) 

-,423698( 3) 

-.809861( 3) 

-.150119C 4) 

d10 

-.372955(-l) 

-.721552( 0) 

-.320552( 1) 

-.899544( 1) 

-.215894( 2) 

-.476685( 2) 

-.980578( 2) 

-.190527( 3) 

-.357090( 3) 

dll 

-,250013(-2) 

.55510K-1) 

,464907( 0) 

,174646( 1) 

,471889( 1) 

.109650( 2) 

.238066( 2) 

,498478( 2) 

.101282( 3) 

d12 

-.329326(-2) 

.661708(-1) 

.111953( 1) 

.644736C 1) 

.230528( 2) 

.628177( 2) 

.145306( 3) 

.305495( 3) 

.612826( 3) 

d13 

.916796(-2) 

.440507( 0) 

,336129( 1) 

.135025( 2) 

.406276( 2) 

.104605( 3) 

.243563( 3) 

.527247( 3) 

.10824K 4) 

d14 

.119753(-2) 

.12411K 0) 

.143844( 1) 

.723136( 1) 

.237906( 2) 

.617315( 2) 

.140245C 3) 

.297368( 3) 

.611293( 3) 

d15 

.149828(-2) 

.553170(-1) 

.341923( 0) 

.119145( 1) 

.346545C 1) 

.919708( 1) 

.22202K 2) 

.489870( 2) 

.101216( 3) 

adj = djCfRe/2D2
e 

6Each entry in the table is multiplied by 10", where n is the number in parentheses. 
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Table 2 Computed values of CfRe for right triangular duct using the 
Galerkin method 

a 

5 
10 
15 
20 
25 

30 
35 
40 
45 

CfRe 

M = 1 M = 3 H --• 6 M = 10 M = 15 M = 21 M = 28 

73.73 57.33 52.53 50.55 49.69 49.35 49.12 
68.69 54.63 51.04 50.24 49.98 49.93 49.90 
64.65 53.14 51.07 50.71 50.65 50.65 50.638 
61.47 52.50 51.40 51.28 51.26 51.26 51.253 
59.00 52.37 51.83 51.77 51.75 51.75 51.748 

57.16 52.50 52.20 52.15 52.13 52.13 52.129 
55.89 52.71 52.46 52.41 52.40 52.40 52.398 
55.15 52.88 52.61 52.57 52.56 52.56 52.558 
54.90 52.94 52.66 52.62 52.61 52.61 52.612 

Available 
Data [1 ] 

49.08 
49.96 
50.72 
51.32 
51.76 

52.14 
52.36 
52.52 
52.62 

in which <j> = xy[b/a - (b/a)x-y], x = X/a, andy = Y/a. 
The coefficients du d2, ° ° ° ,dM must now be determined by 
solving the following system of M equations, 

A°D = ¥ (15) 

where D is the vector of coefficients, and vector ¥ has 
elements 

^-\\j>dA (16) 

and/y is dimensionless. The solution of equation (15) results 
in the evaluation of coefficients, dj. In the subsequent 
analysis, the matrix A is used for computation of the Nusselt 
number. Once the value of dj is in hand, the value of the 
friction factor, Cf, and a relation for u/u can be defined. 
That is 

CfRe = 2D2
e/u* (17) 

where 

ii* = —[ u*dA (18) 
A JA 

M 

j=i 

Moreover 
u/u = u*/u* (19) 

of) 2 Ld UJJJ 
LlJe j=\ 

The function of/; is dimensionless and is an algebraic product 
of the Galerkin function, 4>, and appropriate terms of the two-
dimensional Taylor series, equation (14). 

The coefficients dud2, • . • , dl5, for M = 15, computed at 
various angles a, with 5 deg increments, between 45 and 85 
deg, are presented in Table 1. Then, equation (17) is utilized 
for computation of the friction factor Cf. The values of C*Re, 
using the same angular increments, are tabulated in Table 2. 
In order to investigate the convergence behavior of the 
Galerkin method as applied to problems of this type, different 
values of M are selected, and the corresponding values of 
CfRe are computed. The calculation of CfRe is a by-product 
of this investigation and is not the essential goal of this 
research, which is the development of a simple solution 
method for computation of the Nusselt numbers for ducts 
with arbitrary cross section having constant wall temperature 
boundary condition. However, the accuracy in the value of 
CyRe influences the value of u/u, equation (19), which is in 
turn used for calculation of the Nusselt number. As observed, 
the values of CfRc, when M=\, obtained from equation 
C>Re = 320 [1+ (b/a)2] / [1 +b/a + {l +(b/a)2)'A]2 are at 
best crude. When M = 3, a reasonable accuracy is obtained 
for angles near 45 deg. As the size of the angle a reduces, 
larger values of M axe needed for an acceptable accuracy. 
When a = 5 and 10 deg, M > 15, a double precision com
puter code is used for the entries in Table 2. Inasmuch as the 

Table 3 Computed value of Nu for right triangular duct using Galerkin 
functions 

a 

5 
10 
15 
20 
25 

30 
35 
40 
45 

Nu 

M = 3 M = 6 M = 10 M = 15 M = 21 M = 28 

2.22 1,69 1.50 1.46 1.46 1.46 
2.16 1.78 1.74 1.73 1.71 1.70 
2.179 1.965 1.963 1.913 1.893 1.896 
2.249 2.154 2.099 2.051 2.048 2.048 
2.356 2.291 2.191 2.169 2.165 2.164 

2.480 2.366 2.268 2.258 2.250 2.250 
2.598 2.399 2.328 2.317 2.310 2.309 
2.684 2.411 2.368 2.351 2.346 2.345 
2.715 2.414 2.382 2.361 2.358 2.357 

Available 
Data [1 ] 

2.34 

available data are also approximate, the agreement between 
the present result and those of [1] is remarkably good. For 
angles a > 15 deg and M = 15, the single precision code and 
double precision code produced identical values and are 
presented in Tables 2 and 3. 

From this point, the computation follows the procedure 
described earlier in this paper; that is, to utilize equation (10) 
for calculation of the Nusselt number. Equation (lib) is 
employed for determination of the elements of Matrix B. The 
elements of matrix A are computed for calculation of u/u, 
stored in the computer memory and reused for calculation of 
the Nusselt number. The surface integrals are computed by 
numerical quadrature. The behavior of the determinant of the 
matrix A + (4NuADj;)B = 0 is of special interest for com
putation of the eigenvalue. When angle a is small and/or Mis 
large, special care is necessary. The matrix had to be scaled 
upward so that the absolute value of the aforementioned 
determinant does not become small beyond the capability of 
the available digital computer. The need for a double 
precision computer code is necessary when M > 15. The 
values of the Nusselt number computed by this procedure are 
tabulated in Table 3. The only reliable data observed in the 
literature also appears in the same table. At a = 45 deg, the 
present results for M > 3 are in good agreement with the 
available data. As the angle a decreases, the value of the 
Nusselt number asymptotically approaches that of an 
isosceles triangle with its apex angle equal to a. When a = 0, it 
is 1/8 of Nu = 7.5407 for a parallel plate duct. 

Isosceles Triangular Ducts. The computation of the 
Nusselt number follows the same procedure as described for 
right triangular ducts except for <j> = (y2 -b2x2)(y-b) which 
vanishes on the boundary of this duct. Due to symmetry, Fig. 
2(c), the terms with odd exponent on "x" are neglected. 
Therefore, a solution using, for example, 12 terms is com
parable in accuracy to a solution obtained for right triangular 
ducts using 21 terms. The value of the Nusselt number when 
the number of terms M = 16 and 25 are computed and 
presented in Table 4. The data presented in this table for M = 
25 are considerably more accurate than those reported in the 
literature [1]. Further discussion on the accuracy of the results 
appears in a later section. 

Rectangular Ducts. The rectangular ducts at various 
aspect ratios are selected mainly to investigate the accuracy of 
this method as the ducts assume narrow profiles. Accurate 
exact values of the friction factor and the Nusselt number at 
various aspect ratios are well documented in the literature [1], 
Some approximate methods are often incapable of dealing 
with geometries which have sharp corners. However, the 
Galerkin functions selected for this study vanish at the exact 
boundary of the duct. It is anticipated that, for ducts with 
narrow configurations, the velocity and temperature profile at 
the central portion of the duct in the direction of the larger 
dimension are somewhat flat. Therefore, a polynomial of a 
higher order is required to approximate the variation of 
velocity and temperature in the direction of the longer 

Journal of Heat Transfer NOVEMBER 1983, Vol. 105 / 881 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 4 Computed values of C/Re and Nu for isosceles triangular 
ducts using Galerkln functions 

a 

2.5 
5 
7.5 

10 
12.5 

15 
20 
25 
30 
35 

40 
45 
50 
55 
60 

65 
70 
75 
80 
85 

M = 16 

CfRe Nu 

49.123 1.453 
49.903 1.715 
50.652 1.899 
51.289 2.055 
51.823 2.177 

52.262 2.272 
52.889 2.405 
53.229 2.475 
53.333 2.496 
53.242 2.478 

52.991 2.430 
52.611 2.357 
52.130 2.264 
51.574 2.155 
50.971 2.032 

50.350 1.902 
49.743 1.77 
49.169 1.64 
48.73 1.55 
48.43 1.48 

M = 25 

CfRe Nu 

49.063 1.468 
49.900 1.702 
50.651 1.900 
51.289 2.053 
51.822 2.175 

52.262 2.272 
52.889 2.405 
53.229 2.475 
53.333 2.495 
53.242 2.479 

52.991 2.430 
52.610 2.357 
52.198 2.256 
51.579 2.152 
50.981 2.027 

50.361 1.892 
49.756 1.74 
49.214 1.60 
48.75 1.48 
48.44 1.39 

Reference (1) 

CfRe Nu 

49.896 1.61 • 

51.288 2.00 

52.260 2.26 
52.888 2.39 
53.228 2.45 
53.332 2.47 
53.244 2.45 

52.992 2.40 
52.612 2.34 

50.976 2.00 

48.904 1.50 

Table 5 Computed values of Ct Re and Nu for rectangular ducts using 
Galerkin functions 

b/a 

1 
2 
3 
5 
8 

10 
20 

M = 10 

CfRe Nu 

56.910 2.977 
62.195 3.392 
68.360 3.957 
76.294 4.288 
82.368 5.591 
84.734 5.903 
90.289 7.039 

M = 15 

CfRe Nu 

56.909 2.977 
62.193 3.392 
68.360 3.958 
76.285 4.828 
82.346 5.593 
84.687 5.907 
90.012 7.084 

Reference (1) 

CfRe Nu 

56.908 2.976 
62.192 3.391 
68,359 3.956 
76.282 
82.339 5.597 
84.676 
89.908 

dimension of a duct. Despite the aforementioned undesirable 
situation, the polynomials are selected because they yield to 
simpler algebraic manipulations and exact integrations. 
Accordingly, all integrations for isosceles triangular and 
rectangular ducts are performed analytically. The com
putation procedure is identical to the method discussed for 
triangular geometries except <j> = (x2 - 1 )0 2 -b2/a2) and 
only the terms of the polynomial having even exponents are 
retained. The characteristic length selected for this geometry 
is "a." The values of the friction factor and the Nusselt 
number using M = 10 and 15 terms are computed and 
presented in Table 5. The exact solution also appears in the 
same table. 

Discussion and Remarks 
A simple Galerkin-type solution is introduced for 

calculation of the Nusselt number for laminar fully developed 
flow in the duct with arbitrary cross sections. The Galerkin 
functions are used because they are highly suitable for the 
solution method presented in this paper. The Galerkin-type 
solution described herein provides accurate solutions for the 
Nusselt number, with a few terms, only for compact 
geometries. The required number of terms, M, will be large 
for geometries with narrow profiles. 

The value of M = 15 is satisfactory for calculation of 
CyRe, Table 2, especially when a>10 deg. The calculations 
for the values of the Nusselt number, when M = 28, Table 3, 
are estimated to be accurate within 0.1 percent for a > 15 deg 
and the error gradually decreases as the value of a increases. 
When a = 5 deg, the error is within 1 percent. This estimation 
of the error is based on the difference between the results 
obtained when M<28. However, a comparison with the result 
obtained for rectangular ducts, see Table 5, indicate that this 
estimation is conservative and that only the last digit of the 
entries in Table 3 are somewhat larger than the actual values. 
The results for rectangular ducts are also used in order to 

study the accuracy of the solutions obtained for isosceles 
triangular geometries. The accuracy of the Nusselt number ( 
computed for rectangular ducts using 15 terms is comparable 
to that for isosceles triangular ducts with 25 terms with 
comparable aspect ratios. However, the solution for a right 
triangular duct with 28 terms has an accuracy similar to a 
solution obtained for a rectangular duct using 10 terms and 
having similar aspect ratios. Therefore, the data presented for 
isosceles triangular geometry when M = 25 are accurate to all 
digits except possibly for narrow profiles which may have 
small errors in the last digit. The data in Table 4 for a = 2.5 
and 5 deg can be used for right triangular ducts when a = 5 
and 10 deg with error less than .003. The value of the Nusselt 
number in most cases decreases as M increases except in some 
narrow ducts. 

The IBM 4341 digital computer is used in this study for 
calculation of the friction factor and the Nusselt number in 
the right triangular ducts. All remaining computations are 
carried out on a HP-85 minicomputer. 
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A P P E N D I X 

Nomenclature of Indices 

ij,k,m,n indices 
/ m,+«,+«,+«,• 

v\ rtj+rij + n,, 
v MI + v\ 

Description 

The elements of the matrices A and B for triangular 
geometries are provided. The elements of the matrix A are 
also useful for computation of the Nusselt number under the 
condition of constant heat flux using the Galerkin method. 
The relation 

simplifies the integration process. When/, = x'"'y"'4> and./} 
= xmjy"j(ji, the elements of the matrices A and B for 
triangular ducts studied are defined. 

Right Triangular Ducts. For the following calculations 
Fig. 3 is used. 
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( a , b ) 

j - i r - i L_+A___LI 

+ 7 J L c + l l p+W v + 9 y + 8J 

/(rrij + 2)(/Wy + 3)(//?y + rij + 4)(/My + rij + 5) 

Mi 

b \ «;+2 

Fig. 3 Coordinates of the right triangular duct 

a = _ 2 / M " < + , v + 4 r ( m , + i)(ffl; + i) 
" V a / L m,+mj + l 

2mimj + 3(mi + mj) + 4 

m, + Wy + 2 

/w,+/w, + 3 J \ / + 6 / + 5 / + 4 / 

_ 2 C A V'+"y + 2 / G ' G2 ^ G3 \ 
\ a / \m, + mj + 3 /n ,+/«y+4 mj + rrij + s) 

Isosceles Triangular Ducts. For the following calculations 
Fig. 2(c) is used. 

- _ ? ( — \ "i+"J+6 [" m>mi _ 2(/n,-/«,- + w, +ntj) 
11 \ a / Inti+mj-l mj + mj + X 

(OT,+2)(/«y+2)] / 1 2 1 \ _/ b \"i+nj+4 

rrij+m 
"y+2)1 / J L + J_Nl_2('ANi "'+V 

!y+3 JV/+6 /+5 / + 4 / \ fl / 

/ Gl G2 ^ G3 \ 
\w,+/My + l mj + rrij + 3 mi+rrij + 5/ 

where 

(n, + 3)(«y + 3) (ni+2)(nJ + 3) + (ni + 3)(nJ + 2) 

/ + 6 / + 5 

where 

| («,-+2)(«y+2) 

1 + 4 

n,rij + 2(«; +rtj)+3 2n,rij + 3(«, + «y) + 2 

G, 

G , = 

/i,/7y + 2(«; + «y ) + 4 2«,/iy + 3(/i, + Uj ) + 4 

7+6 / + 5 

n,«y + (n,+«y) + 1 
+ 7+4 

2/z,Hy + 3(/!, + rij) + 4 4«fw/+4(/i,- + w/) +2 

= 2[""i«y+2(W; 
: L /+ /+5 

/!,•«,• + «;+«;-[ 
/+4 J 

«,«y + /7, + «y + 1 2«,/Zy + /!,- + rty rt,/!y 

/ + 6 /+5 + /+4 
/ + 6 / + 5 

2«,Hy+«,+rty 
+ 7+4 

rt;Hy + /!,- + /Jy + 1 2/Z,rty + H, + rty rt^y 
3 = 7+6 7+5 + 7+4 

^ / 6 \ "i+6 r 1 3 3 
*» =2 y.dk( — ) + 

v *=i V a / L ^ + l M l+3 /*,+5 

1 " I f 1 3 3 _ 1 1 
Hi + l \ L e + l l ' ~ p+10 e + 9 ~ c + 8J 

*-"(T)"' 
/(/My + 1 )(/7?y + 3)(Wy + llj + 4)(/Wy + ltj + 5) 
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Flow Field Measurements of an 
Unsteady Reacting Muzzle 
Exhaust Flow 
The events associated with the discharge of a 20-mm caliber weapon have been 
examined in detail in order to identify and understand important features of the 
reacting gun muzzle flow field. The diagnostics applied involves shadowgraph and 
Schlieren photography, invasive pressure probes, spectroscopy for temperature 
measurements and Laser-Doppler velocimetry for velocity measurements. Em
phasis has been on velocity measurements using two setups to determine both the 
axial and lateral velocity components throughout the muzzle flow field. The data 
clearly demonstrate the complexity of the processes involved in the unsteady flow 
expansion of the gun muzzle exhaust flow. 

1 Introduction 
The unsteady reacting muzzle flow field, produced by the 

compressed, hot, gas-particle mixture emptying from the gun 
tube, is a complex process [1, 2]. It encompasses aspects as 
precursor/propellant flow interactions [3, 4], the formation 
of an outer strong shock or blast wave interacting with the 
highly underexpanded supersonic jet flow commencing at the 
muzzle exit [4-8], turbulence [1, 4, 8], gas-particle in
teractions [9-12], radiation, exothermic pyrolytic reactions of 
the gases and/or of vaporized particles, and homogeneous 
gas-phase chemical reactions as well as possible heterogeneous 
chemical reactions causing the well-known phenomenon of 
muzzle flash [10-14]. The many complexities of the processes 
makes the gun muzzle exhaust flow a most formidable 
problem both theoretically and experimentally [2, 11, 15]. A 
detailed analysis is well beyond the present state of the art, 
and there is a dearth of experimental data for interpreting the 
complex events and for validation purposes [1,2]. 

Since only some data have been taken in these reacting flow 
fields [14-18], this paper presents new measurements of flow 
properties in the muzzle exhaust flow of a 20-mm gun. The 
work is part of an extensive experimental program studying 
the flow using a variety of diagnostics [11, 19, 20]. A novel 
Laser-Doppler velocimeter, devised by Smeets and George 
[21, 22], permitted the evaluation of velocity vector 
projections throughout the flow field [23]. 

2 Experimental 

Data were taken at the muzzle of a caliber 20-mm rifled gun 
firing normal 20 x 139, DM 1 A 1 ammunition. The 
propellant used was A 5020 composed of nitrocellulose with 
small amounts of chemical additives. The weapon has a barrel 
length of 1.836 m. The projectile has a weight of 120 g and a 
length of 91 mm. The muzzle launch velocity of the projectile 
was measured as 1040 ± 20 m/s. The initial exit conditions at 
the exit plane of the muzzle immediately after projectile 
launch were measured as gas pressure p = 40 MPa, gas 
temperature T = 1650 K, and gas velocity v = 1050 m/s. 

The experimental techniques for flow and flame 
visualization, spectroscopic temperature and invasive pressure 
measurements are well established in the field of ballistics 
studies. They are thoroughly documented in [6, 8, 14, 16, 17]. 
No specific details will be given here except to mention that 
two different pressure probes consisting of stainless steel rods 
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were used for invasive pressure measurements. The first 
needle-shaped probe connects the quartz with the flow by 
means of small orifices of 0.1-mm dia drilled normal to the 
surface thus permitting the measurements of static pressure-
time histories. The second "open-end" probe of 8-mm dia is 
designed for Pitot-pressure measurements. The procedure for 
calibrating the probes using a quasi-steady, free-air jet of 
known pressure ratio, pelp„, is well described in [8]. Data 
were taken simultaneously using both probes. In order to 
reduce flow disturbances, the probes were symmetrically 
aligned to the flow direction, facing the muzzle exit, see Fig. 
2. Pressure distributions were measured at several positions 
ranging from x = 5, y = 5 cm through x = 30, y = 10 cm, 
i.e., at angles of 8.5 to 65 deg [2, 11, 23]. Spectroscopic 
temperature measurements are based upon emission - ab
sorption methods and Abel - inversion techniques used in-
bore and upon line reversal in the erratic intermediate flash 
area as described in [6, 16, 17]. 

Since the Laser-Doppler velocimeter [21, 22] measures the 
velocity of flow-borne particles, the size distribution of these 
particles has been determined yielding a medium diameter of 
D = 0.9 ±0 .1 fim with a logarithmic geometrical standard 
deviation of a = 0.7. Hence, particle lag was considered to be 
small. In order to record simultaneously both the axial and 
lateral velocity components vx and vy, the set-up shown in 
Fig. 1 was used. Data were taken at 45 local positions 
throughout the flow field using equal incident and scattering 
angles of 6 = 45, 65, and 75 deg [20, 23]. The light scattered 
by the flow-borne particles was recorded by separating the 
imaged radiation through light pipes and feeding the signals 
to the two velocimeters "x" and "y" (see Fig. 1). The test 

VELOCIMETER'X'- LIGHT PIPE 

PROJECTILE 

Ar -LASER 

LIGHT PIPE 

VELOCIMETER'Y' 

Fig. 1 Schematic of LDV-set-up for measurements of axial and lateral 
velocity components 
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Fig. 2 Schematic of 20-mm gun muzzle blast field at f = 400 ps after 
projectile emergence: 
1 Blast wave of precursor flow 
2 Blast wave of propellent gas flow 
3 Underexpanded supersonic flow area 
4 Barrel shock 
5 Inner shock front 
6 Shock disk 
7,8 Triple points (Mach reflection) 
9 Accumulated, restrained flow 
10 Turbulent gas/air interface 
11 Needle-shaped static pressure probe 
12 "Open-end" Pitot pressure probe 

volume along the incident laser beam was a cylinder of 8-mm 
length with a dia of 0.5 mm so that its x and ^-projections 
were 4, and 6 mm, respectively. The overall time constant of 
these velocity recordings was 10 /ts. 

3 Results 

3.1 Flow Development and Pressure Measurements. At 
the high launch velocity tested, v0 = 1040 ± 20 m/s, typically 
two impulsive jet flows are formed about the muzzle of the 
20-mm gun. The first, or precursor, is produced by the air and 
leaked propellant gases which are compressed and forced out 
of the gun tube ahead of the projectile during its in-bore 
travel. The second, propellant gas-particle efflux commences 
as the projectile separates from the muzzle. Since the energy 
in the propellant flow is much higher than that in the 
precursor, the initial flow is rapidly engulfed in the expanding 
propellant flow. Figure 2 presents a schematic of the 20-mm 
gun muzzle blast field. In addition, the immersed pressure 
probes are shown in Fig. 2. This drawing was deduced from a 
shadowgraph taken at t = 400 /is after projectile emergence 
(see also Fig. 10 for a schematic of the 20-mm gun muzzle 
blast field at t = 200 and 1000 /is). 

In principle, these gun muzzle blast fields develop in a 
similar manner. The rapid gas release produces a strong blast 
wave which encapsulates the flow field. Due to the high 
muzzle exit pressure, an underexpanded supersonic flow 
region is established at the exit plane of the muzzle. This 
underexpanded flow area is terminated by time-varying inner 
shock fronts. For t < 1.0 ms the restraint by the outer blast 
wave causes the flow to coalesce in the barrel shocks, the inner 
shocks, and the shock disk. Also, the gas/particle flow is 
accumulated between the shock disk and the outer blast wave 
(Fig. 2). For t > 1.0 ms, this restraint diminishes with the 

precursor 

blast wave 
-gas/ air interface 

shock disc 
underexpanded 
supersonic area 

barrel shock 

0 Q5 1,0 
time after projectile emergence H B- t/ms 

Fig. 3 Measured static pressure versus time: x = 20 cm; y = 10 cm 

decay of the blast wave, permitting the flow to expand freely. 
The barrel shocks move toward the main flow axis, con
verging with the shock disk in a one-triple-point inner shock 
configuration (Fig. 10). Concurrently, for t < 1.0 ms the 
motion of the shock disk follows the trajectory of the blast 
wave attaining its maximum standoff from the muzzle at 
about 1.0 ms and is then reversed retracting upstream [11, 23]. 

The measured pressure histories reproduce the flow 
development. For example, Fig. 3 shows the static pressure 
versus time as recorded at position x = 20 cm, y = 10 cm. 

First, the precursor flow and then the blast wave of the 
propellant gases arrive at the invasive pressure probe. Be
tween the propellant blast wave and the gas-air interface the 
pressure decays continuously. A pressure jump in the static 
pressure is observed at arrival of the gas-air interface, in
dicating that the gas density increases. Between the gas-air 
interface and the shock disk, the static pressure first decreases 
and then shows an increase due to the arrival of the inner 
shock disk. The static pressure change in this flow area may 
be due to an reestablished expansion, which commences 
downstream at some distance from the shock disk. The 
pressure pulses in this area may be possibly due to the in
teraction with the intermediate flash. This would be in ac
cordance with the earlier 7.62-mm gun firings [8]. Finally, it is 
noted that a rapid pressure decrease to subatmospheric 
pressure occurs within the underexpanded supersonic area of 
the propellant flow. Then the barrel shock arrives at this 
position. The second pressure jump arriving after the barrel 
shock is due to a second lateral front which was clearly seen 
on the shadowgraphs. This front is due to a distortion of both 
the barrel shock and the jet boundary and is most likely 
caused by the interaction with the outer turbulent flow. 

3.2 Spectroscopic Temperature Measurements. The 
complexitity of the muzzle signature is further enhanced by 
the occurrence of muzzle flash producing considerable 
radiation in distinct areas of the muzzle blast field. Generally, 
there exist three main radiating flow areas [6, 14]. Due to the 
gas dynamics involved, these three luminous regions are 
separated in space and time. The first or primary flash is a low 
luminousity region commencing at the exit plane of the 
muzzle. Further from the muzzle, behind the underexpanded 
area of the flow, is a region of greater luminosity called the 
intermediate flash. Still further from the muzzle and adjacent 
to the intermediate flash is an extensive and very bright region 
called the secondary flash. However, in these particular 20-
mm gun firings the secondary flash was completely sup
pressed by the alkali metal salts added to the propellants as 
chemical flash suppressants [11], 

Spectroscopic temperature measurements have been made 
in this intermediate flash region. For example, Fig. 4 shows a 
time-resolved, drum-camera recording of the intermediate 
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(0)

Fig. 4 (a) Tlme·resolved, drum,camera recording of the 20·mm In·
termediate flash (b) and corresponding spatial temperature
distributions measured across this flash
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flash and the corresponding spatial temperature distribution,
measured across this flash for t == 0.5,0.75,1.0, and 1.25 ms,
These data show an increase of temperature downstream at
some distance from the shock disk towards the center of the
intermediate flash in accordance with earlier measurements
with a 7.62-mm rifle [6). Obviously, energy releasing
processes are induced within the intermediate flash region [11,
12).

3.3 Velocity Measurements.

Data Taken in the Main Flow Axis. Axial velocity data were
taken for 15 positions along the main flow axis commencing
at x = 12 mm. For example, Fig, 5 shows the velocity versus
time as recorded at x == 5 em (y == 0) during the time interval 0
< t s 35 ms, Le" for the whole flow expansion. Due to the
selected time resolution, the precursor flow and the propellant
blast wave are not resolved. However, the motion of the inner
shock disk and the flow behavior downstream behind this
shock disk is clearly seen on Fig. 5. At early times, the gases
attain high velocity of about 1950 mls immediately after
arrival of the inner shock disk. Upstream behind the
retracting disk the velocity is about 1400 mls at t = 10 ms.
The gases are rapidly decelerated 'to less than 400 mls
downstream behind the shock disk. Apparently, the flow
expansion is reestablished downstream at some distance froin

Flg.7 Velocity versus axial distance, x

the shock disk attaining finally velocities of about 800 to 900
mls at t == 15 ms. Later on the velocity decreases slowly.

A sequence of axial velocity versus time - curves is shown in
Fig. 6 for positions x = 10,20,27.5, and 40 cm. These axial
velocity recordings show the flow behavior along the main
axis and correspond to the distribution of velocity shown in
Fig. 5. Interestingly, the velocity within the underexpanded
supersonic propellant flow area decays nonlinearly with time
apart from the small fluctuations caused by the different
particles of deviating diameters. Remarkable also is that for
position x = 27.5 the reestablished flow expansion com
mencing downstream at some distance from the shock disk is
disturbed. The velocity drops even below zero for 2 < t < 3
ms, indicating a drastic change in the gas motion. As men
tioned previously, this flow disturbance was also observed in
7.62-mm caliber firings [7, 8) and thought to be due to the
complex energy releasing processes occuring in the in
termediate flash area. The velocity decrease across the strong
inner shock disk is not as steep as in the real shock front. This
may be due to relaxation of flow-borne particles.

From these axial velocity profiles, the local distribution of
gas velocity particularly within the underexpanded portion of
the propellant flow was derived (Fig. 7). The nonlinear in-
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crease of velocity versus x up to the inner shock disk and the 
retarded decrease across this shock front reproduces the 
behavior of the axial v versus / curves. 

Lateral Positions. The velocity (vx (x, y) and vy (x, y), 
versus time was recorded simultaneously at 30 lateral 
positions [20]. For example, Fig. 8 presents a sequence of 
three recordings vx (x, y) taken at x = 10 cm, andy = 0,7.5, 
and 12.5 cm. As the lateral distance to the main flow axis 
increases, the measuring point approaches the moving lateral 
shock boundaries and these inner shocks are finally passing 
the probe volume. These oblique shocks can be distorted by 
the outer turbulent gas flow. Therefore, velocity fluctuations 
are measured for_y > 7.5 cm, Fig. 8. 

The axial turbulence rate which amounts to Jvx
 2 / vx = 0.5 

was evaluated from these vx (x, y) versus time recordings and 
is shown in Fig. 9. However, no essential deviations for 
different times and locations, x, were obtained since the 
scatter of these data were too high. 

Velocity Vector Projections. Simultaneously measure
ments of both the axial and lateral velocity components, vx 

{x, y) and vy (x,y), throughout the muzzle blast field in the x-
as well as in the ^-direction permitted the evaluation of 
velocity vector projections [11, 20]. In addition, the 
shadowgraphs taken at corresponding times were used to 
correlate the evaluated vector projections with the flow field 
development. For example, Fig. 10 shows three velocity 
vector projections with superimposed flow patterns, 
displaying three stages of the muzzle flow field development, 
i.e., for t = 200 /xs, 400 /is, and 1000 /xs after projectile 
emergence. 

For / = 200 /us, the inner shock structure shows the initial 
restrained flow development due to the containment of the 
outer blast wave and the presence of the departing projectile. 
In the axial or downrange direction, the underexpanded zone 
of the flow is still terminated by a bow shock which forms 
behind the base of the departing projectile [11]. 

For t = 400 fts, the inner shock disk is fully developed; the 
barrel shock has moved towards the main flow axis, and the 
inner lateral shock between the two triple points converges. 
There is still the interaction with the outer blast wave 
restraining the flow and forcing it to coalesce in the lateral 
barrel shock and the inner shock front. 

The schematic shown for t = 1000 /*s displays the change of 
the inner shock structure to the on-triple-point, shock-barrel 
configuration known from free jet expansion processes, since 
the decaying blast wave decouples from the nearfield and the 
restraint of the outer strong shock ceases. 

Generally, the axial velocity within the underexpanded 
supersonic flow area increases towards the inner shock disk. 

0 5 10 15 ZO 25 30 35 iO 45 

— X/cm 

at t = 1000 ps i—i 
2000 m/s 

0 5 10 IS 20 25 30 35 40 45 

— X /cm 

Fig. 10 Velocity vector projections at i = 200, 400, and 1000 /is after 
projectile emergence 

The flow is rapidly decelerated behind this shock. The vector 
projections indicate the direction of the flow. Between the 
barrel shock and the jet boundary, the flow direction and the 
amount of the velocity vector changes accordingly. Also, in 
the downrange direction an increase of velocity between the 
inner shock and the gas-air interface is measured due to the 
reestablished flow expansion, in particular for times t < 1 ms. 
However, the velocity decreases rapidly in the proximity of 
the gas-air interface (see / = 400 tis), due to the restraint of 
the outer blast wave. Also, the flow disturbance in the in
termediate flash region is apparent from Fig. 10 (See t = 1000 
lis). The amount of the velocity vector decreases considerably 
in this radiating flow area. 
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4 Summary and Discussion 

The muzzle flow field of the 20-mm caliber gun was 
analyzed by probing the expanding propellant gas-particle 
flow during its development for 0 < t < 12 ms. The studies 
have been focussed on the main propellant flow areas in
vestigating the underexpanded zone and the conditions 
between the inner shock disk and the outer blast wave. The 
results of this analysis confirm that analogy to quasi-steady 
free jet flow is inadequate, due to the basic unsteady nature of 
the propellant flow expansion. Time-varying shock contours 
determine the near field, controlled by the outer blast wave. 
Also, considerable interaction of flow and the processes 
involved in the intermediate flash occurs downstream behind 
the inner shock disk. A remarkable velocity decrease 
associated with an increase of gas temperature of about 250 to 
300 K characterizes the flow behavior in the intermediate flash 
area. This may be due to shock-induced, exothermic, 
pyrolytic reactions of the propellant gases and/or of 
vaporized, flow-borne particles. The heat released by these 
reactions may cause the observed flow disturbances. 
However, more detailed information is required on the role of 
these particles and the interacting processes occurring within 
the reacting muzzle exhaust flow. 

The results presented here show further the excellent 
potential of the novel Laser-Doppler velocimeter for deter
mining velocity distributions in highly unsteady, two-phase 
flows containing large particle concentrations. The main 
advantage of this novel technique is the real-time recording of 
velocities. In the present case, a time resolution of 10 ^s was 
selected. However, care must be taken to obtain sufficient 
scattered light [20]. 
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Large Heat Transport Dye to 
Spontaneous Gas Oscillation 
Induced in a Tube With Steep 
Temperature Gradients 
This paper describes experimental studies of heat transfer due to the oscillations of 
gas columns that are spontaneously induced in a tube with steep temperature 
gradients. The tube (~3 m in length) is closed at both ends and bent into U-shaped 
form at the midpoint. The temperature distribution along the tube is step-functional 
and symmetrical with respect to the midpoint. The warm part (closed-endsides) is 
maintained at room temperature and the cold one is immersed in liquid helium (4.2 
K). The heat transported from the warm part to the cold is estimated from the 
evaporation rate of liquid helium. The heat flux by the oscillations is proportional 
to the square of the pressure amplitude, and the effective heat conductivity can be 
several orders of magnitude larger than the molecular heat conductivity of gas. The 
experimental results are compared with the theory of the second-order heat flux 
proposed by Rott and are found to be in satisfactory agreement with this. 

Introduction 

The oscillations of gas columns can be spontaneously 
generated in a long tube with steep temperature gradients 
leading to cryogenic systems: for example, in liquid helium 
transfer lines, pressure sensing lines, and vent lines. Their 
frequencies are normally of the order of 10 Hz (depending on 
the tube geometry and temperature distribution along the tube 
axis), and their pressure amplitudes can sometimes attain the 
order of 104Pa. The most remarkable phenomenon is the 
abnormal evaporation of liquid helium accompanied by the 
oscillations as earlier experimenters [1] sometimes ex
perienced; there is a large amount of heat transport from the 
part of the tube at room temperature to the cold (4.2 K) 
portion. It is well known that the heat flux into a helium 
dewar due to the oscillations can be three orders of magnitude 
larger than that without oscillation. Thus, the studies of the 
instabilities accompanying the heat transport have recently 
acquired great importance for development of cryogenics. 
This type of oscillation, which is associated with thermally 
driven acoustic oscillations, has been observed not only in 
cryogenics [2, 3] but also in high-temperature systems [4]. 

The stability of the oscillation has been theoretically in
vestigated by Kramers [5] and Rott [6, 7, 8,9]. Rott has given 
the stability curves between oscillation and no oscillation, as 
well as frequency diagrams for helium gas taking account of a 
finite boundary layer thickness formed on the tube wall and 
using a discontinuous model for the temperature distribution. 
The stability curves consist of two branches; the boundary 
layer is thin for one branch and thick for the other. 

Comparisons between theory and experiments for helium 
gas have been performed by von Hoffmann et al. [10] and 
Yazaki et al. [11, 12]. The agreement was satisfactory, and it 
was concluded that the boundary layer thickness on the tube 
wall plays an important role in characterizing the stability of 
the oscillation. 

The heat exchange between the oscillating gas and the tube 
wall is related to the theory of second-order heat flux by 
Merkli and Thomann [13] and Rott [14]. Merkli and 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 1, 
1982. 

Thomann have investigated the thermal effects produced by 
standing acoustic waves using a tube closed at one end with a 
rigid barrier and at the other end by a harmonically vibrating 
piston for an initially uniform temperature distribution. They 
have numerically given the distribution of the local time-
averaged, second-order heat flux penetrating into the tube 
wall. It was found that not only heating occurs near the closed 
end where the velocity node exists, but also that cooling 
occurs near the midpoint (at the pressure node). Merkli and 
Thomann have experimentally verified these thermal effects. 
More general theory, which is closely related to our ex
periments, has been given by Rott [14]. His theory shows that 
large axial heat transport occurs in the vicinity of steep 
temperature gradients in the gas oscillating tube. 

Relatively little experimental work has been reported on the 
abnormal heat transport due to spontaneous oscillations. 
Banister [15] measured the heat flux into a helium dewar 
during oscillations. However, due to unknown parameters, 
e.g., the temperature distribution and boundary layer 
thickness at the tube wall, the experimental results were not 
compared with the theory. 

In order to take these parameters into account, a tube 
closed at both ends which is bent into a U-shaped form at the 
midpoint was used in our experiments. A step function and 
symmetrical temperature distribution with respect to the 
midpoint is established by external means as shown in Fig. 1. 
The warm part (L a \x I 5:1) is maintained at room tem
perature and the cold (\x\ £/) is immersed in liquid helium 
(4.2 K). For proper conditions, the gas column (helium gas) 
spontaneously oscillates with considerable amplitude and 
liquid helium begins to evaporate. The effective heat con
ductivity proposed by Rott is estimated from measurements 
of the evaporation rate of helium. The pressure amplitude-
dependence of the evaporation rate (heat transport) due to the 
oscillations was experimentally determined and order-of-
magnitude comparisons are made between experimental and 
theoretical values of the effective heat conductivities. 

Experimental Apparatus and Procedure 

Figure 2 shows the experimental apparatus. The warm parts 
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Fig. 1 Temperature distribution along the tube closed at both ends 

of the tube are immersed in vacuum pump oil which is kept at 
room temperature by several heaters wound around the 
copper jacket. The jacket is vacuum-insulated from the liquid 
helium reservoir. The cold part of the tube, which is smoothly 
joined by a U-shaped brass attachment at x = 0, is immersed 
in liquid helium. The length, Ax, with a steep temperature 
gradient at *=/, is 70 mm. The apparatus in Fig. 2 is inserted 
into a double pirex glass dewar subcooled with liquid 
nitrogen. Thus, we could establish a nearly step function 
temperature distribution as shown in Fig. 1. The top ends of 
the tube are closed by rigid and small semiconductor pressure 
transducers for measurements of the mean and acoustic 
pressures. The evaporation rates of liquid helium were 
measured using a flow meter made of a spiral copper tube. 
The following U-shaped tubes (stainless steel; 0.3 mm wall 
thickness) were used in our experiments 

(a) r0 = 1.2mm,L-/=1.0m 

(b) r0 =2.2mm,L — /= 1.0 m 

Experiments for £(= (L-l)/l) =2 and 3 were performed for 
both tubes. 

When helium gas is gradually poured into the tube through 
a needle valve (see Fig. 2), the gas columns become unstable 
above a critical value of Pm (mean pressure), and pressure 
oscillations with finite amplitudes are spontaneously 

VACUUM SPACE 

WARM PART 

LIQUID 
HELIUM 

Fig. 2 A schematic drawing of the experimental apparatus 

generated. The wave forms of the pressure fluctuations with 
small amplitudes (~102Pa) observed at the closed ends are 
normally sinusoidal,1 as shown in Fig. 3. These correspond to 
the fundamental, which has a pressure node at x = 0. The 
critical values of Pm vary as the tube inner radius and £ are 
changed. Rott [7] has introduced dimensionless variables, 
IT)CI and a, in order to characterize the stability of the 
oscillation; \rjc I is the ratio of the tube inner radius to the 
Stokes boundary layer thickness at the cold part, (Vec/co,) and 

As reported by Yazaki et al. [16], for small | it is possible that higher 
harmonics are generated at left-hand branches of the stability curves so that the 
wave forms are a superposition of sinusoidal waves. Experiments presented 
here were performed in the regions where only the fundamental was excited. 

a 

cp 

d 

E2 

h 
JQIJ\ 

KM 

k 
L 
I 

n 

n0 
P 

6ex 

Ql 

Qi 

= speed of sound 
= specific heat at constant 

pressure 
= reference location, see Fig. 

5 
= enthalpy increment 
= heat of vaporization 
= the zeroth and the first-

order Bessel functions 
= effective heat conductivity 
= heat conductivity of gas 
= tube length 
= location of temperature 

jump, see Fig. 1 
= evaporation rate during 

oscillations 
= natural evaporation rate 
= pressure 
= heat flux into dewar, 

equation (1) 
= axial second-order en

thalpy flux over the whole 
tube cross section 

= second-order heat flux to 
the tube wall per unit area 

r0 

r 
S 
t 

T 
TH,TC 

TltT2 

Ui 

« i 
X 

x' 
a 
0 
7 

Ax 

5 

\r,\ 

A 

= tube inner radius 
= radial coordiniate 
= particle displacement 
= time 
= temperature 
= mean temperature at 

warm, cold parts 
= first- and second-order 

temperature 
= the axial core velocity 
= the axial velocity 
= axial coordinate, see Fig. 1 
= axial coordinate, see Fig. 5 
= temperature ratio, TH/TC 

= constant value 
= specific heat ratio 
= distance of temperature 

jump, see Fig. 1 
= boundary layer thickness, 

vc/co 
= the ratio of tube inner 

radius to boundary layer 
thickness, r0/8 

= dimensionless frequency, 
oil/a 

M = 
V = 

f = 

p = 
Po = 

Pi = 

Pv = 

a = 
03 = 

viscosity coefficient 
kinematic viscosity 
the ratio of warm length to 
cold length 
density 
mean density at 
^ ( TH+TC\ 
T0y= J, see Fig. 5 

liquid density 
vapor density 
Prandtl number 
angular frequency 

Subscripts and Superscripts 

C = 
H = 
m = 
1 = 
2 = 
- = 

<> = 
~ = 

Re = 
Im = 

cold part 
warm part 
mean value 
first-order 
second-order 
time average 
radial average 
complex conjugate 
real part 
imaginiary part 
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Table 1 Experimental data for critical values, b;c I and Xc = u//ac 

Fig. 3 Typical wave-forms of pressure fluctuations observed at the 
closed end of the tube 

Fig. 4 Stability curve (£ = 2) tor helium gas 
perature ratio, TH/TC, versus lijc I =r0\/o>hc. The critical value of lijc I 
at the point A obtained in experiments is 22.6. 

a. is the temperature ratio, TH/TC. Figure 4, for example, 
shows the numerical stability curve for £ = 2 by Rott. The 
critical values of l?jcl, and the dimensionless frequency 
parameter Xc ( = wl/ac) obtained in experiments for {a) and (b) 
are shown in Table 1 for pressure amplitudes in the range 
27-100 Pa. We can obtain larger values of \r/c I for a constant 
temperature ratio (a = 70.8) by decreasing the boundary 
layer thickness through the mean density. Pressure amplitudes 
abruptly increase for a slight variation of \^c I near the 
stability curves as shown in Table 2. Therefore, we are able to 
determine the pressure amplitude-dependence of the heat 
transport due to the oscillations. 

Heat transfer into the helium dewar, due to oscillations, is 
determined by 

Qex=h(n-n0) (1) 

where h is the heat of vaporization of helium at 4.2 K (82 
J/mol). The evaporation rate of helium during oscillations, 
n(mol/s), included several other mechanisms of heat transfer 
besides the oscillations: for example, radiative heat transfer 
from the top flange (300 K), conductive heat transfer by the 
undisturbed gas and the tube wall. The effect of radiation was 
reduced by inserting copper plates as heat shields (see Fig. 2). 
The rate, n0, without oscillations, which is very small 
(~10~4mol/s) compared with that due to oscillations, is 
attributed to these mechanisms. Thus, Qex gives the heat flux 
accompanied by spontaneous oscillations only. 

Results and Discussion 

Before comparing experiments with the theory in more 
detail, we will briefly consider the heat transport due to the 
oscillations of gas columns. Let's assume that the mean 
temperature and density distributions along the tube axis in 
the transition region can be, as shown in Fig. 5, written as 
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follows (making use of the fact that Tmpm is a constant 
everywhere) 

Pm=P<3 + fix' 

Tm = TJl + —x') 
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Fig. 5 Temperature and density distributions 

where p0 is the mean density at T0( = {TH + Tc)/2), and 0 is a 
constant value. Consider the particles displacement with the 
amplitude S around x' = d. When the mass fraction contained 
between x' = d—S and x' =d moves to the warm part and 
takes the warm temperature, TH, the increment of the en
thalpy is given by 

E2 = wl Cp J d_ s pm (TH - T,„) dx' = - X- $w\ Cp THS2 

since the enthalpy of the ideal gas depends on the temperature 
only. Here, subscript 2 means the displacement, S, is the first 
order. With the help of the relation, S=ul/w, (u, = axial 
velocity of the particle) after time-averaging, this equation is 
approximately transformed into the form 

Q2( = E2w)~ -irrlC„p0 
(dT-\ 
V dx' Jxj=o 

(2) 

^ / • ( ^ ( g r a d r , , , ) , 

which is the enthalpy increment per unit time accompanied by 
the oscillations of gas column that should be transported to 
the cold part along the tube axis. Thus, the effective heat 
conductivity (<x\utl

2/oS) induced by the gas oscillation 
corresponds to the normal (molecular) heat conductivity of 
gas from kinetic theory; namely, the velocity, U), and the 
particle displacement, S, correspond to molecular velocity 
and the mean free path. The axial velocity in equation (2) is 
approximately estimated from a set of one dimensional 
hydrodynamic equations with acoustic variables, P^ix) as 
pressure, u,(x) as velocity, etc., whose time variation is 
assumed to be given by the factor exploit). Thus, the 
following relationship between the acoustic pressure and the 
axial velocity is derived 

/>,(*) = 
co dx 

(3) 

where 7 is the specific heat ratio. The variation of the acoustic 
pressure amplitude between x=L and x=l is small, because 
the oscillation of the gas column is the fundamental in our 
case. Therefore, we can roughly estimate the axial velocity 
amplitude at x = / from the pressure amplitudes measured at 
x = L; consequently integrating of equation (3) with respect to 
x from / to L after multiplication with dx we obtain, since the 
velocity is zero at the closed end, 

I U J W I ^ M / J U ^ / ) : 
V yP.„ ) 

(L-l)2P]{L) (4) 

where P\(L) is the real pressure amplitude at the closed end. 
Thus, it is found that the effective heat conductivity is 
proportional to the square of pressure amplitude and is 
determined from the measurement of the pressure at the 
closed end. 

Experimental results are shown in Fig. 6 where Qex 

10! 2 5 10* 
Pf(L), Pa2 

Fig. 6 Pressure dependence of heat flux, Oe x , into the helium dewar 
accompanied by spontaneous oscillations. The solid line shows that 
Qex is proportional to P2(L), where Pf(L) is the pressure amplitude at 
the closed end. 

presented in equation (1) is plotted as a function of P\(L). 
These results support the relationship of P\-dependence of the 
effective heat conductivity over the wide range of the pressure 
amplitude with J as a parameter. 

The earlier experiments by Banister [15] were performed 
using half-open tubes which were closed at the warm end and 
open at the cold. In this case the heat flux into helium dewar 
due to the spontaneous oscillation was proportional to the 
product of the pressure amplitude and the frequency. 
Equation (4) shows that the effective heat conductivity 
depends on the frequency and the mean pressure as well as the 
acoustic pressure. However, as shown in Table 2 the 
variations of co and Pm near the stability curves are very small 
compared with those of P\(L) for present test conditions. 
Therefore, it is concluded that the heat flux by the oscillations 
is proportional to the square of the pressure amplitude for our 
experiments. 

The foregoing is a qualitative analysis of the abnormal heat 
transport by the oscillations. The order of magnitude com
parison between the experiments and the theory of the second-
order heat flux proposed by Rott et al. is given as follows, 
where several parameters of the helium gas and the boundary 
layer thickness are taken into account. 

Let's consider the heat exchange between the oscillating gas 
and the tube wall. The first-order terms in the energy equation 
vanish by time averaging; therefore, we consider only terms of 
the second-order. The time averaged axial enthalpy flux, Q2, 
over the whole cross section of the tube is given as follows: 
after expanding quantities such as T= T,„ + Ti + T2 + . . . 
as temperature, velocity u = U\ + u2 + . . .and others 

Q2(x) = w\CpPm < r , « , > (5) 

where bar and < > mean the time and the radial averages, 
respectively, and T\ and ut are acoustic variables taking 
account of the dissipative effects (viscosity and heat con
duction of the gas) and a finite temperature gradient along the 
tube axis. The local variation AQz(x) with x corresponds to 
the local second-order heat flux, q2, penetrating into the tube 
wall per unit area; therefore 

-2Trr0q2-
dx 

-«•-*-(£)-.•*•(£),. 
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Fig. 7 The effective heat conductivity for £ = 2 enhanced by spon
taneous oscillations. The solid line is drawn based on equations (8) and 
(9). 

These relations have been derived by Merkli and Thomann. 
Thus, heat flux, Qex, in equation (1) into the helium dewar, if 
we neglect terms higher than the fourth order, should be equal 
to 

Qex=2irr0\ Q2dx= - \ dQ2 
J cold part J cold part 

(6) 

Rott [6] has calculated the acoustic variables Tx and ult and 
the following results for Q2(x) in equation (5) have been 
derived 

~., 2J} rr1 s .CpPmiu,!2 dTm} i 
(7) 

where 

with 

1 + a 1+ff /•(i?) 

/ ( '?)= ^ T T ^ /*(?>) = / ( v W and , = r0. 

and u, is the core velocity given by i/wpm dPt /dx. For a steep 
temperature gradient, the first term in equation (7), which 
shows the local cooling and heating effects as experimentally 
verified by Merkli and Thomann, is neglected; therefore, we 
obtain the exact form as A f̂f instead of equation (2) 

Q 2 = - 2 « f t r e f f ^ (8) 
dx 

with 

Keff — 
l u . l 2 

2co 
nCpIm vm (9) 

where the factor 2 in equation (8) is due to contributions from 
x = ± /. In equation (9), the effects of viscous and thermal 
boundary layer are taken into account in / and f , respec
tively. 

In our experiments the heat flux near x=±l mainly con
tributes to the integration in equation (6). Substituting Qex in 
equation (1) for Q2 in equation (8), we can compare the ex
perimental results with the second-order theory using 
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Fig. 8 The effective heat conductivity for £ = 3 

Fig. 9 The relationship between Im {(of - f*)l(i - a )) and lijl = r0 

Voj/v for helium gas {a = 213) 

equations (8) and (9). The temperature gradient and the 
square of the core velocity, lu] 12, were replaced by the mean 
value, {TH - Tc)/Ax, and the result found from equation (4), 
respectively. The values of pm and jxm at the mean tem
perature ( -150 K) were used in equation (9). Experimental 
data shown in Fig. 6 were rearrangd based on above 
equations. The results are shown in Figs. 7 and 8 with £ as a 
parameter, where the effective heat conductivity, ex
perimentally determined from the evaporation rate of helium, 
is plotted as a function of Kt[f from equation (9). The ex
perimental data are correlated by equations (8) and ( 9 ) -
independent of £. Experiments were performed several times 
and satisfactory reproducibility was obtained. The order-of-
magnitude agreement of the experimental and the theoretical 
values provides strong evidence that the abnormal 
evaporation of helium under the oscillation is due to the 
second-order heat flux based on the heat exchange between 
the oscillating gas and the tube wall. 

Strict Comparison is difficult because the effective heat 
conductivity is determined by combination of several 
paramenters dependent on the temperature. For example, as 
shown in Fig. 9, Im{(of-f*)/\ -(a2)} strongly depends on 
IT/I ( ITJI ~ r - ° - 8 2 ) , which varies from the order of 10~' to 10 
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for the present temperature range. Although we employed the 
values at mean temperature as gas parameters in Keff, the 
variation of K,,{f along the tube axis in the transition region is 
not small for a steep temperature gradient. According to the 
theory, it is indicated that for a thin boundary layer, the 
variation of Kef[ in equation (9) (A"eff~T~°-n) is not very 
large. Therefore, experiments for such conditions should be 
also performed to verify the theory. But it is very difficult to 
perform the experiment, because at the right-hand branch of 
the stability curves (see Fig. 4) the critical value of IJ)CI at 
a — 70 becomes large (~103). 

The approximation used in equation (4) to estimate the core 
velocity becomes better for smaller £, but the oscillations are 
complicated because of the appearance of higher harmonics at 
the left-hand branch as stated in the previous section. 

If all the liquid helium evaporated contributes to the gas 
flow rate out of the system, equation (1) is correct. Actually, 
not all of the evaporating liquid helium contributes to the gas 
current, because vaporization of liquid causes decrease of 
volume of liquid, and the space occupied by liquid is taken up 
by the gas. Therefore, the correction factor, (1 — p„/p,)~l, for 
equation (1) is necessary as indicated by Wexler [17]. Since the 
ratio of the vapor density, p„, to the liquid density, ph at 4.2 K 
for helium is about 0.1, the correction factor is not too small. 

Although there are several difficulties in strict comparison 
with the theory, we think that the rough experiments 
presented in this paper support the second-order theory. 

As stated in the Introduction, experimenters sometimes 
observed vigorous oscillations with considerable amplitudes 
(~104Pa). The extrapolated lines in Fig. 6 suggest that the 
effective heat conductivity can be on the order of 102 

Wm"'K"' for such large amplitudes, which is several orders 
of magnitude larger than the normal heat conductivity of the 
gas, and equivalent to that of metals. Such high heat con
ductivity is in agreement with our experience. Thus, we may 
be able to apply the enhanced heat conductivity by oscillating 
gas columns to precooling in large cryogenic instruments in 
the future. 

Summary 

Abnormal heat transport due to the spontaneous 
oscillations of gas (helium) columns induced by steep tem
perature gradients was experimentally studied in a cryogenic 
system. U-shaped tubes closed at both ends were employed in 
our experiments. The temperature distribution along the tube 
axis was of a step-function symmetrical with respect to the 
midpoint. The warm part (closed end side) was maintained at 
room temperature while the cold side was immersed in liquid 
helium (4.2 K). Experiments were performed near the left-
hand branches of the stability curves predicted by Rott for £ 
= 2 and 3. The evaporation rate of liquid helium for various 
pressure amplitudes was measured in order to estimate the 
heat transport due to the oscillations. The experimental 
results show that the effective heat conductivity is propor
tional to the square of pressure amplitude and can be several 

orders of magnitude larger than the normal heat conductivity 
of the gas. These findings are in agreement with the theory of 
the second-order heat flux proposed by Merkli and Thomann, 
and Rott. 
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Study on Properties and Growth 
Rate of Frost Layers on Cold 
Surfaces 
An experimental study was carried out on the properties and growth rate of the 
frost layer which developed on a cooled vertical plate in free convective flow. 
Dimensiontess parameters introduced by dimensional analysis were found to be 
effective in predicting frost densities, its thermal conductivities and growth rates. It 
was also found that the frost formation process can be divided into two periods if 
the frost growth data are correlated with the dimensionless parameters presented. 

1 Introduction 

In the field of low-temperature engineering, it is very 
important to predict the thermal properties and the growth 
rate of a frost layer which grows on a surface with a tem
perature below the freezing point of water. Many papers have 
been published on frost formation which have dealt with the 
measurement of the frost growth rate and the density and 
thermal conductivity of frost layers [2-8]. 

Most literature dealing with frosting problems were recently 
reviewed in detail by Cremers and Mehra [1], so we will not 
repeat the history of the work in this field. Much attention 
and effort has been given to clarify the structure and thermal 
properties of frost layers; however, predictions of frost 
properties presented to date seems to be still insufficient to 
explain the growth rate of frost layer in connection with its 
structure. Few papers have been published on the prediction 
of the thermal properties of a frost layer which are very 
important in practical applications. On this point, Hayashi et 
al. [9] and Yamakawa et al. [10] proposed structural models 
of a frost layer in order to calculate its properties. Since both 
of their works were based on assumptions concerning the 
microscopic structure of a frost layer, some difficulties arise 
in actual application of their results. The main difficulty 
comes from the determination of the factors that represent the 
configurations of frost structure which are obtained by 
frosting experiments in specific conditions. 

Recently, Cremers and Mehra [1] reported on the frost 
formation on a vertical cylinder in free convection, having 
performed experiments in a wide range of wall temperatures 
(145-258 K). They proposed an empirical formula, simple and 
easy to use, for predicting the growth rate of frost layers. 
Their formula is based on the temperature difference between 
the frost surface and the cooling wall; therefore, its ap
plicability is limited to the conditions of high ambient 
humidity, as they mentioned in their paper. This is because 
the frost-surface temperature is far below the triple-point 
temperature of water and hard to predict particularly when 
the humidity and the cooling temperature are low. 

In the present investigation, the authors clarify 
qualitatively, on the basis of visual observation of the frosting 
process, the transient behavior of frost-density which is 
inherent in a frost layer in its early period of formation. An 
attempt was made to propose a more practical method for 
predicting the density and growth rate of a frost layer by 
presenting the results of frosting experiments in natural 
convection and a dimensional analysis of frost formation. 

The present method is much easier to use and applicable in a 
wider range of humidity conditions. 

2 The Experiment 

The experiment was carried out to examine the thermal and 
physical properties of frost layers which grow on a vertical 
plate in natural convection. In this experiment, a cooling plate 
270-mm by 340-mm high and 38-mm thick was prepared in a 
large air-conditioned room and cooled to deposit frost on 
both sides as shown in Fig. 1. The plate was cooled by coolant 
(ethylene glycol water solution) flowing through an inside 
channel and the edges were insulated by polyurethane-foam 
leaving only the surfaces for frost deposition exposed. The 
surface temperatures and the thickness of the frost layers were 
measured on one side of the plate and the amount of frost 
deposition was measured on the other side. The surface for 
frost deposition was constructed of 0.1-mm-thick stainless 
steel sheet bonded to a bakelite plate 5-mm thick. 

The surface temperature was measured at five different 
points along the plate by thermocouples, (type T) 0.1 mm 
diameter, buried in grooves in the bakelite plate. Total heat 
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Fig. 2 Local Nusselt number as a function of Grashof number 

transfer rates were estimated from the temperature difference 
between the sides of the bakelite plate and the thermal con
ductivity of the material. For measuring mass transfer rates, a 
small amount of frost was scraped off the plate and weighed 
by a precision balance. The surface of a frost layer is not flat 
because of the random accumulation of water vapor on the 
porous structure of frost. Therefore, the height of the frost 
surface may be measured differently by other observers. The 
authors examined several possible definitions of the surface of 
the layers and found that not one could be completely 
reproducible. In this work, the frost surface was defined as an 
average position of roughness of frost growth front observed 
laterally by a reading microscope. The thickness and surface 
temperatures of the frost layer were measured by using an 
arch-shaped thermocouple, (type K) 50 micron in diameter, 
which was traversed through the boundary layer and brought 
into contact with the frost surface by a micro-cathetometer. 

The thickness and the mass of the frost were measured at 
three different points, i.e., 50, 170, and 290 mm from the top 
of the test plate. Before cooling the test plate, the surfaces 
prepared for frost deposition had been covered by thin 
polyethylane films so that no water vapor could condense on 
the surfaces of the test plate before starting the test. After the 
prescribed temperature was reached, the test was started by 
taking off the film. 

Each experiment was conducted over 9 hrs, and the tem
perature and the frost growth were measured approximately 
every hour after starting the test. The ambient air temperature 
was kept at either 20°C or 25 °C. The relative humidity of the 
air and the surface temperature of the plate were varied over 
the ranges of 30 to 70 percent and - 6 to - 20°C, respectively. 

3 Heat and Mass Transfer Results 

The total heat flux through a frost layer can be expressed as 
the sum of contributions by convection, phase change and 
radiation, 
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Effective thermal conductivity of frost as a function of its 

qT = h{Too-Tf) + mxL+f0o{Ti-T}) (1) 

and can be decided experimentally by the temperature dif
ference between the sides and the thermal conductivity of the 
bakelite plate, as previously mentioned. The / 0 in equation (1) 
is a factor that depends upon both (a) the emissivities of frost 
and room wall surfaces and (b) the geometrical factor between 
those surfaces. In this experiment, the value of f0 was found 
to be 0.80, which was obtained by using the mass transfer 
rates and convection heat transfer rates calculated directly 
from the measured temperature distributions in the thermal 
boundary layers on the frost surface of some experimental 
runs. Since the mass flux of water vapor transferring to the 
frost surface is obtained by the direct measurement of the 
mass transfer rate, the local mass transfer coefficient can be 
calculated from 

m\=hD(pla,-pif) (2) 

The relative humidity is taken to be 100 percent at the frost 
surface. The equations by Goff [15] were employed in 
calculating the saturation pressure of water vapor. 

Figure 2 shows Nusselt number versus Grashof number at 
about 7 hrs after starting the test. The data represented by 
open circles were measured when the surface temperature of 
the frost was nearly equal to 0°C, and the other data were 
measured when the surface temperature of the frost was from 
0°C to about - 10°C. No appreciable difference can be found 
between both groups of data and the local heat transfer rate is 
correlated with the following equation. 

Nu,=0.42Gr? (3) 

The local mass transfer rate is also correlated with the 
following equation. 

Sh,=0.40Gr^ (4) 

N o m e n c l a t u r e 

D 
Gr, 

HF 

h 

hD 

L 

diffusion coefficient, (m2/h) 
Grashof number, gx3(l — 
P<*,/pw)/v2 

acceleration of gravity, 
(m/h2) 
thickness of frost layer, (m) 
local heat transfer coefficient, 
(W/(m2K)) 
local mass transfer coef
ficient, (m/h) 
latent heat of sublimation, 
(J/kg) 
mass flux of water vapor, 
(kg/(m2h)) 

Nu, 
qT 

Sh, 

T 
X 

K 
\F 

V 

p 

= local Nusselt number, hx/\a 

= total heat flux, (W/m2) 
= local Sherwood number, 

hDx/D 
= temperature, (K) 
= length, (m) 
= thermal conductivity of air, 

(W/(mK)) 
= thermal conductivity of frost, 

(W/(mK)) 
= kinematic viscosity of air, 

(m2/h) 
= density of humid air, (kg/m3) 

pF = density of frost, (kg/m3) 
pice = density of ice, (kg/m3) 

a = Stefan-Boltzmann constant 
(W/(m2K4)) 

T = time, (h) 
</> = relative humidity, (%) 

Subscript 
F = frost layer 
/ = frost surface 
w = wall (cooling surface) 
1 = water vapor 

oo = ambient 
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Fig.5 Illustration of frost deposition in early stage of formation
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droplets of supercooled liquid water (Fig. 4(a». The liquid
droplets freeze at a certain point (Fig. 4(b», become nuclei
from which micro-ice crystals originate, and grow up to
become a visible frost layer as time progresses (Fig. 4(c,d». In
the early period of this process, water vapor sublimates
mainly on the top of the nuclei and the crystals developed on
them grow mainly in the direction normal to the wall.
Therefore, we will call this period of frost formation the
"one-dimensional growth period." In the succeeding period
of time, the frost layer grows not only in the normal direction
but als0 in the direction parallel to the wall. In this period, the
frost grows more slowly than in the former period of frost
formation since some portion of the water vapor transferred
to the frost surface sublimates inside the frost layer. For
convenience, we will call this period of frost deposition the
"three-dimensional growth period." Figure 5 is an illustration
of the frosting process in the early period of its formation.

In the one-dimensional growth period, frost density is
determined more by the number of frost nuclei than by
conditions at the frost growth front, such as the frost-surface
temperature, etc. In other words, a frost layer will have a
growth pattern in this period which is determined by the
number of frost nuclei. Many factors contribute to the for
mation of frost nuclei; the properties of the surface on which
frost is deposited (i.e., affinity with water), the heat transfer
rate, the mass transfer rate, etc.

On the basis of the foregoing considerations about frost
density, a dimensional analysis was carried out to find the
dimensionless parameters which correlate the thermal con
ductivity of a frost layer. It can be considered that the for
mation of frost nuclei depends strongly upon the heat and
mass transfer rates to the cold wall. Therefore, the fun
damental physical quantities are basically the same as those in
usual boundary layer problems, i.e., AF, h, Too - Til" h D,
Ploo - PIli" L, X, T, and Aa . The result of the dimensional
analysis is

~ =F(hD(Ploo-PIIV)L, hDT,~) (6)
Aa h(Too - Til') x Aa

where the first term in F( ) represents the ratio of latent heat
of phase change to sensible heat transferred by convection.
The meaning of the second term can be interpreted as follows.

h
hdX2(Ploo - PI w)T

DT/X = -~3-----'
x (Ploo-Plw)

(
mass of water vapor transferred to)
surface x2 during T

Fig. 4 Photographs of the frost formation in forced convection:
Too = 21·C, Tw = -7.S·C, 9 = 73 percent, Stream Velocity 1.6 mIs, X31

TJ-Tw
qT=AF H

F
(5)

The experimental results of the thermal conductivity and
the density of frost are cross-plotted in Fig. 3 together with
the data from other investigations. This figure shows that the
density of the frost layer is the main factor that affects its
thermal conductivity when compared with other parameters,
such as the temperature and water content of the ambient air
and the wall-surface temperature. This means parameters
affecting frost density are also the major factors in the
thermal conductivity of a frost layer. In practical ap
plications, therefore, information about the parameters that
describe the frost density is also essential in estimating the
thermal conductivity of a frost layer.

The effective thermal conductivity of frost can be defined
as follows:

4 Dimensional Analysis of Frost Formation

As mentioned in the foregoing section, it is important to
discuss how the density of a frost layer changes according to
the frosting and ambient conditions. When the ambient
humidity and temperature are constant, the frost density
decreases with the decreasing wall-surface temperature, i.e.,
with increasing heat transfer. On the other hand when the
ambient humidity is low, that is, the mass transfer rate is low,
the frost density tends to be high even when the wall-surface
temperature is low. Therefore, it can be considered that both
the rate of the heat transfer and the rate of mass transfer
affect the frost density not independently but in terms of a
product of both conditions.

Figure 4 shows an example of the microscopic observation
of the frost deposition on' a cold wall. The process can be
explained as follows: immediately after starting the test, water
vapor condenses on the wall in the form of microscopic

(a)

(b)

(c)

(d)
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The third is the Nusselt number. In the strict sense, Tf and pXj 
should be employed as fundamental quantities instead of Tw 
and p1)v. However, the authors considered it important that 
the experimental data are correlated by using the quantities at 
the ambient and the wall. Therefore, since the quantities in 
F( ) do not vary with the growth of the frost, these 
parameters can be determined if only the conditions of frost 
formation, i.e., Tw, T„, 4>, T, and x are given. The values of h 
and hD can be obtained from equation (3) and (4), respec
tively. It should be noted that no values associated with 
unknown frost-surface temperatures are required in 
estimating the parameters. 

5 Nondimensional Correlation of Experimental 
Results 

Since the combined nondimensional parameter 
(Xf/X„)/Nu^4 increases proportionally to the one-fourth 
power of hDr/x, except when the mass transfer rate is ex
tremely low, the ratio \F/\a is considered to be a function of 
the nondimensional parameter (hDT/x)'{hx/\a) (see Fig. 6). 
The frost densities, pF/p-Ke, at three different positions along 
the surface of the wall are shown in Fig. 7 as a function of the 
parameter above. The data in this figure can be divided into 
two groups. 

One group of data (Group A in Fig. 7) was measured when 
the wall was at comparatively low temperature and in high 
ambient humidity (i.e., corresponds to the condition which 
causes relatively rapid growth of the frost layer), can be 
correlated by the following equation 

Pf/Pic --0.001[(hDT/x)-(hx/\a)]
y', 

(hDT/x)>{hx/\a)>5 X 103 
(7) 

Although it cannot be clearly seen in the figure, the frost 
density has a tendency to decrease slightly with the decreasing 
wall temperature. Consequently, the density can be regarded 
as a function primarily of the nondimensional parameter 
above, and then to a lesser degree, of the wall temperature. 
The equation satisfies the measured values with a maximum 
error of ±30 percent in the ranges of 4>>35 percent and 
T„ < - 10°C at T„ =20°C. The frost density increases with 
the square root of time since the mass of a frost layer increases 
linearly with time and the height of the frost layer increases in 
proportion to the square root of time after a certain period of 
time has elapsed as will be mentioned below. This correlation 
represented by equation (7), therefore, means that a frost 
layer grows three-dimensionally, i.e., the water vapor 
sublimates both on the frost surface and inside the frost layer 
at the same time. Another constraint will limit the ap
plicability of the equation (7) when the frost surface tem-
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Fig. 7 Frost density as a function of (hDT/x)-(hx/Xa) 

perature increases to 0°C and the melting occurs at the surface 
as reported in [2]. When the melting occurs at the frost sur
face, the densification mechanism of the frost layer is dif
ferent from the present consideration. Therefore, equation (7) 
is applicable to the three-dimensional growth period before 
the melting occurs at the frost surface. 

The other group (Group B in Fig. 7) shows data collected 
when the wall was at comparatively high temperature and in 
low ambient humidity, i.e., conditions when the mass transfer 
rate was low - indicating nearly constant frost density-but 
not as low as in the former group. Referring to Fig. 10, it can 
be understood that the group B data in Fig. 7 belong to the 
one-dimensional growth period of the frost formation. It is 
indicated in Fig. 10 that some portion of the group A data 
which overlaps with the group B data in the same figure 
belongs also to the one-dimensional growth period. 
Therefore, even though they are in the one-dimensional 
growth period, both groups are considerably different in frost 
density from each other, depending upon the frosting con
ditions (see Fig. 7). In both groups, the apparent density at the 
time when the frost nuclei have just formed is expected to be 
high since the nuclei are frozen droplets of supercooled liquid 
water which condensed on the wall. 

Figure 8 shows schematically the present interpretation that 
the frost density in the one-dimensional growth period is 
determined by the relative relation between the apparent 
density at the time when the frost nuclei have just formed and 
the density of the frost (ice columns) which has grown up one-
dimensionally on top of the nuclei. In the case of low mass 
transfer rates (Fig. 8(ft)), the size of a frost nucleus has a 
tendency to be smaller than in the cases of high mass transfer 
rates, because a droplet which condenses on the wall cannot 
grow very large before freezing. The ice columns that grow 
are therefore quite close together and, because of the low 
humidity, grow very slowly and compactly. Therefore, at a 
low rate of mass transfer, the density of the frost (ice 
columns) that has grown up on top of the frost nuclei is not 
very different from the density immediately after the for
mation of the frost nuclei. Consequently, the density of the 
entire frost layer is high and nearly constant for a long period 
of time, as indicated by the line (b) in Fig. 8, since only a small 
amount of water vapor is being transferred to the frost 
surface. 

In the case of high mass transfer (Fig. 8(a)), the frost nuclei 
are large, and therefore the columns are more widely spaced 
and also grow more quickly than in the case of a low mass 
transfer. Therefore, the density of frost (ice columns) which 
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has grown up on the nuclei is lower than the apparent density 
at the time when the frost nuclei have just formed. The density 
of an entire frost layer, therefore, decreases quickly with time, 
so that the situation where equation (7) is valid can be reached 
in a short time as represented by the line (a) in Fig. 8. Hayashi 
et al. [9] classified frost formation types into several groups 
according to frost structure and showed the variation of frost 
density with time for each group. They reported that the 
higher the mass transfer rate, the sooner the transition in frost 
formation process occurs and that the frost density does not 
change greatly with time when the mass transfer rate is low. 
Their results are in good agreement qualitatively with our 
experimental ones. 

The mass of a frost layer per unit area of the wall is 
presented in Fig. 9 as a function of time. The experimental 
data are approximated by the solid lines in the figure. The 
time dependence of the mass of a frost layer, i.e., the ex
ponent of time measured from the beginning of deposition, 
obtained in this experiment ranged from 0.90 to 1.00. 
Therefore, it can be considered that the mass of a frost layer 
increases almost linearly with time. This means that the 
driving force of mass transfer to a frost layer, i.e., the dif
ference in water vapor concentrations between the ambient air 
and the frost layer, does not vary considerably with time. In 
other words, the increase in the surface temperature of a frost 
layer has little effect on the deposition rate in the course of its 
formation. This is one of the reasons why the authors ex
cluded the frost surface temperature from the fundamental 
physical quantities in the foregoing dimensional analysis. 
Thus, the mass of a frost layer can be approximated by the 
following relation 

mF = pFHF<xhD(pla-plw)T (8) 

Therefore, the thickness of a frost layer can be written in the 
form 

hHF (^)[(fM?)] (9) 

where the density of the layer is given by equation (7) in the 
case of the three-dimensional growth period. Consequently, 
the following relationship is obtained for the deposition 
thickness 

hHF (^)[(*-f )•(?)]" <"> 
The thickness of the layer, hHF/\a, is presented in Fig. 10 

as a function of the combined variable [(piw — 
P\v/)/Po,Y[{hDT/x)'(hx/\a)}. The relationship (10) well 
represents the experimental data for values of the variable 
greater than about 10" ' . The authors tried to compare our 

fc. 

10u 10J 

r h 
Fig. 9 Change in forst mass with time 

results with those of other investigators in order to check the 
validity of the nondimensional correlation. However, in most 
cases it was found to be very difficult to cite others' data 
because of insufficient descriptions of the frosting conditions 
and apparatus from which the values of the dimensionless 
parameters should be determined. The results obtained by 
Kennedy and Goodman [13] are presented in Fig. 10 for 
comparison, based on the assumption that their data had been 
measured with the temperature of the cooling wall at - 17°C. 
Their results were lower than ours as indicated in the figure. 
This might be caused by differences in experimental con
ditions but that point is not yet clear. However, it is clear that 
their results can also be correlated well with the present 
parameters. 

Additional experiments were carried out using another test 
plate to find the detailed relationship between the frost 
thickness and the parameter [(pia- P\w)/ P«,]2 

[(hDT/x)'(hx/\a)]. In that case, each experiment continued 
for 3 hrs, and the frost thickness was measured every 5 or 10 
min after starting the run. The results are approximated by 
the solid lines indicated in Fig. 11. It is clearly seen in the 
figure that the frost growing process can be divided into two 
regions, separated by a certain value of abscissa, i.e., about 
10 - 1 . One is the region indicated by the line (a) in Fig. 11 in 
which the frost layer grow linearly with time, suggesting one-
dimensional growth of the layer as seen in Fig. 5. The other 
region indicated by the line (b) in Fig. 11 represents the frost 
deposition process in which the frost layer develops in 
proportion to the square root of time, corresponding to the 
three-dimensional growth of the frost layer mentioned before. 
The measured values can be correlated by the following 
equations, respectively. One-dimensional growth period (line 
(a) in Fig. 11) 

hHF/\= 3.23 Z, Z<0.11 

Three-dimensional growth period line (b) in Fig. 

hHF/\a = \mZVl, Z>0.11 

(11) 

11) 

(12) 

where 

Z= [(Pioo -Piwyp<*,]2[(hDT/x)'(hx/\a)] 

The measured values in the one-dimensional growth period 
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scattered because measurement was difficult due to the 
thinness of the frost layer and its relatively coarse structure 
(see Fig. 10 and Fig. 11). A square-root of time dependence 
for the thickness of frost has been reported by other in
vestigators [1, 2, 14]. For example, White and Cremers [2] 
proposed similar functional relation to equation (12). 
However, their relation includes the frost surface temperature 
and the thermal conductivity of frost layer which are usually 
very difficult to predict for a given frosting condition. 
Therefore, the applicability of the relation in [2] is limited to 
the cases for Tf = 0°C, which means frost formations in high 
ambient humidity. On the contrary, equation (12) is ap
plicable to the wide range of the ambient humidity as in
dicated in Fig. 11. 

The equation (12), which is valid in the three-dimensional 
growth period, can be rewritten as follows 

HF<x{ploo-pUv)(ThD/hYA (13) 
If an analogy exists between heat and mass transfer, the value 
of hD/h should be equal to a constant. Therefore, the 
thickness of a frost layer is independent of the position along 
the plate and is determined by time and the difference in water 
vapor density between the ambient air and the wall. This 
result coincides with the facts, as observed by others [7, 14], 
that the thickness of a frost layer developed on a flat plate or 
on a circular cylinder is almost uniform around the surface. 
On this point, Schneider [14] reported that the frost thickness 
turns out to be independent of the variables commonly 
significant in mass transfer, such as Reynolds number and the 
vapor pressure difference between the air stream and the frost 
surface. Referring to the relationship (13), it can be un
derstood that Reynolds number has little effect on the frost 
thickness in a forced convection condition. However, the 
present study shows that the difference in vapor density 
between ambient air and the cooling wall is an important 
factor that governs frost growth rate. These apparently 
opposite conclusions on frost thickness may come from the 
difference in experimental conditions. Schneider conducted 
frosting experiment in nearly saturated conditions so that the 
possibility of fog formation arises in his experiment. In that 
case, the mass flux of water vapor may be determined by the 
temperature distribution in the thermal boundary layer on the 
frost surface and therefore be independent of the vapor 
pressure difference between the air stream and the frost 
surface. As the frost layer becomes thick and dense so that the 
melting occurs at the frost surface, the frosting problem 

should be considered the coupling problem of the heat and 
mass transfer in the frost layer and those in the boundary 
layers over it. The present study dealt mainly with frost layer 
in relatively early periods of formation. Therefore, cases 
where melting occurs at the surface of the frost layer are 
excluded from the consideration. 

6 Conclusions 

The density and the growth rate of a frost layer were 
correlated by the dimensionless parameters obtained both by 
frosting experiments on a vertical plate in free convection and 
by dimensional analysis. These parameters do not include 
variables that vary with the growth of a frost layer, so their 
values are determined only by frosting conditions. For the use 
of these parameters in practical situations, the values of the 
local heat transfer coefficient must be known. The mass 
transfer coefficient can be obtained by using an analogy 
between heat and mass transfer. Compared with previous 
methods, the advantages of the present one are that the 
estimation of frost properties and growth rates are possible at 
any position along the wall and that frost-surface temperature 
predictions are not required. Frost densities are correlated by 
the relationship (7) which is valid in the three-dimensional 
growth period of frost formation under comparatively high 
mass transfer conditions. In contrast, the frost density shows 
higher, but nearly constant, values for a long period of time 
when the mass tranfer rate is low and, at the same time, the 
surface temperature of a wall is relatively high (up to around 
-6°C) . 

It can be clearly shown by the measurement of the thickness 
of a frost layer that the frost formation process is divided into 
two regions depending upon the dimensionless parameter, 
l(Pia,-p[H,Vp„]2l(hDT/x)-(hx/\a)]. When the value of the 
parameter is less than around 10~', a frost layer grows 
linearly with time, while it grows proportionally with the 
square root of time when the value is greater. These regions 
correspond to the one-dimensional growth period and the 
three-dimensional growth period of frost formation, 
respectively. 

The same consideration of frost density as mentioned in 
this study is also possible in the case of frost formation in 
forced convection. Therefore, it can be expected that the 
presented parameters will be effective in correlating the 
density and the thickness of a frost layer in that case as well. 
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Growth and Decay of a Thermal 
Pulse Predicted by the Hyperbolic 
Heat Conduction Equation 
The wave nature of heat propagation in a semi-infinite medium containing 
volumetric energy sources is investigated by solving the hyperbolic heat conduction 
equation. Analytic expressions are developed for the temperature and heat flux 
distributions. The solutions reveal that the spontaneous release of a finite pulse of 
energy gives rise to a thermal wave front which travels through the medium at a 
finite velocity, decaying exponentially while dissipating its energy along its path. 
When a concentrated pulse of energy is released, the temperature and heat flux In 
the wave front become severe. For situations involving very short times or very low 
temperatures, the classical heat diffusion theory significantly underestimates the 
magnitude of the temperature and heat flux in this thermal front, since the classical 
theory leads to Instantaneous heat diffusion at an infinite propagation velocity. 

Introduction 

According to classical heat conduction theory, heat flux is 
directly proportional to temperature gradient in the form 

q=-k-
3T 
~dx~ 

(i) 

This heat flux law predicts that heat conduction is a diffusion 
phenomenon in which temperature disturbances will 
propagate at infinite velocities. Despite this physically 
unacceptable notion of instantaneous energy diffusion, 
equation (1) gives quite reliable results for most situations 
encountered in practice. 

However, in situations dealing with transient heat flow for 
extremely short periods of time or at temperatures ap
proaching absolute zero, the classical heat diffusion theory 
breaks down. In these situations, heat has been observed to 
travel as a wave with a finite propagation velocity. One of the 
earliest experiments detecting thermal waves was performed 
by Peshkov [1] in 1944 using superfluid liquid helium at a 
temperature near absolute zero. He referred to this 
phenomenon as "second sound," because of the similarity 
between the observed thermal waves and ordinary acoustic 
waves. Since then, the wave nature of heat propagation has 
been the subject of several investigations [2-13]. 

In order to accommodate the finite propagation speed and 
to account for the observed thermal waves, it appears that 
Vernotte [12] (1958 in the French literature) and Chester [3] 
(1963 in the English literature) used a heat flux law originally 
suggested by Maxwell [14] in the form 

dq dT 
r— \-q= —k 

dt H dx 
(2) 

Here, T represents some relaxation or start-up time for the 
commencement of heat flow after a temperature gradient has 
been imposed. That is, the heat flow does not start in
stantaneously, but grows gradually with a relaxation time, T, 
after applying a temperature gradient. Clearly, the case T—0, 
leads to an infinite propagation velocity and coincides with 
the classical heat diffusion theory given by equation (1). 

When T is relatively large, as in the case of temperatures 
near absolute zero, the thermal disturbances will appear to 
propagate as waves at finite speeds as observed in [1, 9]. The 
experimental observation of [9] is especially interesting. It 
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shows an oscilloscope trace of a temperature pulse of finite 
height and width, propagating at finite speed in superfluid 
helium at about 1 degree Kelvin. The pulse appears to retain 
its shape while propagating with a constant speed through the 
sample medium in which the observation is made. 

A numerical solution using the method of characteristics 
was applied by Wiggert [13] for the case of a step change in 
the heat flux at the boundary surface of a semi-infinite 
medium to illustrate the effects of finite heat propagation 
velocity. Theoretical predictions are available in the literature 
illustrating the wave front resulting from a step change in 
temperature at the boundary surface [7, 11]. However, no 
theoretical predictions appear to be available showing the 
more interesting case of a single heat pulse, propagating with 
a finite speed in a manner demonstrated experimentally in [9]. 
The objective of the present investigation is to examine 
theoretically the wave nature of heat flow in a semi-infinite 
medium containing distributed volumetric energy sources. 
The results of such a general analysis will then be utilized to 
study analytically the behavior of a single temperature pulse 
caused by the activation of a pulsed energy source of finite 
width. 

Problem Formulation 

The one-dimensional energy conservation equation in the 
rectangular coordinates is written as 

dq 
- - ± - +g(x,t)=PCp-

dx 

dT 
(3) 

where g {x, t) represents the volumetric energy sources in the 
medium. The elimination of the heat flux, q, between 
equations (2) and (3) leads to the following hyperbolic heat 
conduction equation with energy sources in the medium 

1 d2T 1 dT _ d2T 1 

C2 dt2 + li ~W ~ dx2 + T L° 
g(x,t) + 

C2 dt 
] (4) 

Here, C is the wave propagation speed which is related to the 
relaxation time, T, by 

C2 (5) 

For infinite propagation speed (i.e., C — oo), equation (4) 
reduces to the parabolic heat diffusion equation. 

We note that the hyperbolic heat conduction equation with 
energy generation includes an additional term involving the 
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time derivative of the energy generation. Such a term in the conditions given by equations (6) and (7) are expressed in 
energy equation does not seem to be reported in the literature terms of the above dimensionless variables as 
previously. It is caused by the presence of the relaxation time, 
and is obtained by the cross differentiation process in the 
manipulation of equations (2) and (3) in order to eliminate the 
heat flux term, q. 

In the present investigation we are concerned with the 
solution of the hyperbolic heat conduction equation (4) for a 
semi-infinite medium, 0 < x < <x, which is initially at a 
uniform temperature, T„. For times t > 0, the boundary 
surface at x = 0 is considered insulated, while energy is 
generated in the medium at a rate of g(x, t), W/m3 . We 
restrict the energy generation function to be of the form 

g(x,t)— 0 as x—oo 

Then, the boundary conditions are taken as 

d2e „ do d2o r ^ l 

in?;>0, £>0 

30 „ 
— = 0 , at7j = 0 
or; 
0—0, as 7/ — oo 

0 = 0, for£ = 0 

— =0 , for£ = 0 

dG "1 

3£ J 
(9a) 

(9b) 

(9c) 

(9d) 

(9e) 

dT 
= 0 a t* = 0 

asx—oo 
dx 

and the initial conditions as 

T=T0 , for/ = 0 

dT 

dt 
= 0 forf = 0 

(6a) 

(6b) 

(la) 

(lb) 

For convenience in the subsequent analysis, we now introduce 
the following dimensionless quantities 

1 Cx 
TJ = — — , the dimensionless distance 

2 a 

1 C2t . , . 
£ = , the dimensionless time 

2 a 

9(1?,$) = 

G(rj,f) = 

Q(v,Z) = 

T(x,t) • 

g0C/k 

g(x,0 
gaC

i/4cf 

Q(x,t) 

, dimensionless temperature 

2 , dimensionless energy generation 

dimensionless heat flux 

(8a) 

(8b) 

(8c) 

(8rf) 

(8e) 
g0C

2/a' 

Here, the reference quantity, g0, is considered to be finite, 
and defined as 

!

Oo f1 oo 

g(x,t)dxdt 
1=0 J x = 0 

(8/) 

which represents the total energy generated per unit area 
normal to the x-axis over the region 0<x<oo and over all 
times 0 < / < oo. 

The energy equation (4) and its boundary and initial 

a? 
The solution of this system is developed in the following 
section. 

Analysis 

The system defined by equations (9) can be solved by the 
application of the Fourier cosine transform in the space 
variable since the boundary condition at TJ = 0 is of the 
second kind. 

The appropriate integral transform pair is taken as [15] 

Transform: 0(co •° -J ,=o 
0(rj,£)cos(cor/)tf7; 

2 f °° _ 
Inversion: 0 ( i / , £ ) = — 1 0(a>,£)cos(co??)tfa) 

7T J u = 0 

(10fl) 

(10b) 

The integral transform of the system (9), by the application of 
the transform (10a) becomes 

d26 

W 
0 = 0 

d'e 

where 

dd 
+ 2 — " +cj20(a>,£)=G(a),£)+ — 

1 dG 

dk 2 di, 

for£ = 0 

for? = 0 

!

00 

G(i7,£)cos(ui/)dij 
11 — 0 

, f > 0 (Ha) 

(lift) 

(He) 

(12) 

By a rather lengthy but straightforward series of 
manipulations, the solution of the transformed system (11) is 
determined as 

0(u,£) = J ,_fl [ G ( W , { ' 

1 dG 

~2 ~d~i 
dG 1 

~dV~\ 

sin[Vc?^ • ! ( « - « ' ) ] 

Vco2-
-a-i ) 

1 
d? (13) 

N o m e n c l a t u r e 

C = speed of propagation 
Cp = constant pressure specific 

heat 
g(x,t) = heat generation per time 

per volume 
g0 = total heat per unit area 

added by heat generation 
in the entire region over 
all time 

G (?;,£) = dimensionless heat 
generation 

H(z) = step function of argument 
z 

k = thermal conductivity 
q(x,t) = heat flux 

Q (V > £) = dimensionless heat flux 
t = time variable 

T(x,t) = temperature 
T0 = initial temperature 

x = space variable 
a = thermal diffusivity 

5(z) = delta function of 
argument z 

n = — — = dimensionless 
2 a 

space variable 

variable 
0(l>£) = dimensionless tem

perature 
0(o,£) = transformed temperature 

1 C2^ 
* " ~2 ~V 

= dimensionless time 
variable 

p = density 
Oi . . . 

r = -^ = relaxation time 
C2 

ui = transform variable 
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The formal solution for the temperature distribution d(r), £) is 
immediately determined by inverting equation (13) using the 
inversion formula (106) to obtain 

1 dG 2 r°° r r f 
•K J»=0 U { =0 

G(«,€') + 
2 d£ 

• = = e U f ' r f^ COS(o)7))^C0 
V l . f — 1 J 

dG 1 

~dV\ 

(14) 

This result actually involves a triple integral, since G(w, £) is 
in the integral form as given by equation (12). Assuming that 
the order of integration is interchangeable, equation (14) is 
rewritten in the form 

2 f* f°° 
Kv,Z)= — , , 

7T J f =0 J , 

rr°° s i n [Vo 2 - ! ( £ -£ ' ) 
UM=o v,,)2 - 1 

o ( i j ' , n + 
1 tfG 

-<f-r) 
2 rff 

COS cor;' COSco?) doiidrj'd^' 

(15) 

The inner integral with respect to the variable o> can be per
formed by utilizing trigometric identities and carefully in
terpreting the integral given in [16]. We find 

j ; 
s i n [ V ^ I ( g - n ] 

cos(cor;') COS(COT) ) du 

= j / D ( V ( f : T ' ) 2 - ( i ; - i j ' ) 2 ) ^ [ « - f ' ) - h - i ? ' l ] 

+ ^-i0(j(Z-l;')2-(v + v')i)mtt-S')-{v + y')] (16) 

where H(z) is a step function defined as 

"1, forz>0 

J), forz<0 
H(z)- (17) 

and /„ (z) is the modified Bessel function of the first kind of 
order zero. Also, care should be exercised in regard to the 
absolute value sign appearing in the first //[(£ — £') — I JJ — 
•q' I ] function in equation (16). 

Now, the integral (16) is introduced into equation (15) to 
obtain the solution for the temperature distribution 6{rj, £) in 
the form 

i r? r °° r 1 dG i 

^ • « ) 5 = T l t ' . o ! , ' . o L G ( i ' ' ' « ' ) + T - 5 r J e " " " M 

•[^o(V(Pf')2-(iJ-i7''p)^I«-f')-li7-i/'l] 

+/0(V(f-£')2-(i? + i7'?)^(f-£')-(»j + i?')])rfi7'rf€' 

(18) 

Depending on the functional form of the energy source term 
G(rj, £), many special cases can be obtained from the solution 
given by equation (18). We consider a pulsed energy source as 
a special case, as described next. 

Pulsed Energy Source of Finite Width 

Consider a pulsed energy source, concentrated in an in
terval Ax adjacent to the boundary surface at x = 0. The total 
energy is released spontaneously at time t = 0. Let g0 be the 
total amount of energy released per unit area normal to the pr
axis, over the region Ax. 

Such an energy source can be expressed as 

g(x,t) = Ax 
10 

in0<.x<Ax 

inx> Ax: 
(19) 

where 5(/) is the Dirac delta function. Strictly speaking, the 
delta function is regarded as the limit of a pulse-type function 
as the pulse becomes infinitely concentrated [17]. The 
corresponding dimensionless form of the energy generation 
function, (19), is 

f , in0<ri<Ar] 
GUH)= \ AV (20) 

[_ 0 , in 7] > A-q 

The behavior of the delta function 5(£) and its derivative 
dd (£) /d£, under the integral sign is as follows 

)f=0/(£)5(O^=/(0) 

• m^d^-rm 
f=o dZ 

(21 a) 

(21 6) 

where/( £) is an arbitrary function of £. 
The energy generation function G(rj, £) as specified by 

equation (20) is introduced into the solution (18). As the 
generation function is now in the form of a delta function in 
the £ variable, the integration of the delta function and its 
derivative is performed according to the integration rules as 
defined by equation (21). We immediately obtain 

T P(Z,\v'\)dr,' 
4A?j 

1 i) + Ai| 

+ 1 . P{H,ii')dn' (22) 

where 

0(VF^?)#(*-i?) 

H{$-!,) (23a) 

(236) 
d£ L 

Once the solution for the temperature distribution is 
known, the heat flux can be determined by expressing 
equation (2) in dimensionless form 

3£ 2Q(y),i) 
dd 

dr] 

and integrating to obtain 

Gd?.f) = - e = -P-X \l eV'^ZLlw 

(24a) 

(24b) 
J f ' = o d-q 

We now introduce the temperature function equation (22), 
with P(£ , r\) as given by equation (236), into the heat flux 
relation given by equation (246), and perform the indicated 
operations. The solution for the dimensionless heat flux 
becomes 

Q(V,H) = ™ j/0(VF^(ij-Ai,p)tf({-U-Ai,l) 

-I0 ( V F - ^ + Ar;)2)//[£-(V + A,,)]] (25) 
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Fig. 1 Temperature solutions to the hyperbolic heat equation with a 
pulsed heat source 

We note that the first //(£— lij —Ar/I) function involves an 
absolute value. 

Equations (22) and (25), respectively, give the temperature 
and heat flux distributions resulting from the solution of the 
system (9) for a pulsed energy source of width AJJ. We note 
that this energy source is located adjacent to the boundary 
surface at -q = 0, has a concentration 1/A?j, and releases its 
energy spontaneously at time £ = 0. 

Concentrated Energy Pulse (Arj-* 0) 

It is interesting to examine the above pulse solution for the 
limiting case of a concentrated energy pulse, namely as Ar/—0. 

The temperature distribution is immediatedly obtained 
from equation (22) as 

Limit 6(r,,Z) = e
T-\l0(^

rZ^2)HI;-v) 
Aij-0 2 I. \ / 

+ [io{W^n2) + 7 p = ^ 7 i ( / F 3 ^ 2 ) ]H(Z-V)] (26) 

Similarly, the heat flux is determined from equation (25), by 
utilizing the fundamental definition of the derivative to 
deduce 

Limit Q(,,£) = ~e-YYv [io^F^JHtt-v)] 

2 

+ 7PV'(VF^2)//(M 
Alternately, these limiting forms can be determined by 

observing that in equation (20) 

limit G(TJ,£) =«( ' /) «({) (28) 
A i j - 0 

0.4 0.6 0.8 
POSITION, v 

Fig. 2 Heat flux solutions to the hyperbolic heat equation with a pulse 
heat source 

When the energy generation given by equation (28) is used 
directly in the general temperature solution (18), the limiting 
form given by equation (26) immediately follows. The heat 
flux again can be deduced by using equation (24b). The 
physical significance of the foregoing results are now 
illustrated. 

Results and Discussions 

Numerical computations were performed in order to 
examine the behavior of the temperature and heat flux 
distribution for the case of a pulsed energy source of finite 
width released spontaneously at a location adjacent to the 
insulated boundary. Equations (22) and (25) are utilized to 
compute the temperature and the heat flux, respectively. 

Figure 1 shows a plot of temperature versus position at 
various times (i.e., £ = 0.1, 0.5, 1), for a given pulse width, 
AT;. The striking feature of this graph is that an energy pulse 
gives rise to a thermal wave front which travels in the medium 
at a finite velocity and decays exponentially while dissipating 
its energy along its path. We note that the initial energy pulse 
of width, AT;, gives rise to a wave front of width, 2 AT/, due to 
the pulse being reflected from the insulated boundary. This 
wave front lies in the region, £ — A?;<7)<£ + Ar;. The tem
perature pulse in this figure has already passed the region 
0 < rj < £ — AT) and has dissipated a portion of its energy in its 
wake, while the region ?j>£ + Ar; remains undisturbed since 
the thermal wave has not reached here. 

The experimental investigation of Bertman and Sandiford 
[9] shows an oscilloscope trace of a temperature pulse 
propagating in a sample of solid helium maintained at a 
temperature near absolute zero. Clearly, the present 
analytical solution predicts the existence of such a thermal 
pulse, propagating with a finite speed. 

Figure 2 shows the behavior of the heat flux as a function of 
position at times £ = 0.1, 0.5, and 1.0. This figure, also, 
distinctly illustrates the presence of a thermal pulse 
propagating through the medium at a finite speed, and 
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dissipating its energy along its path. There is no heat flux in 
the region beyond the wave front. 

Figure 3 shows a temperature pulse at a given position for a 
specified time for different values of the pulse concentration. 

We note that reducing the pulse width increases the energy 
concentration. There is no detectable difference in the amount 
of energy deposited behind the pulse regardless of the con
centration of energy in the wave front, since changing the 
energy concentration does not affect the total energy released. 
For a pulse containing a specified amount of energy, the 
theoretical limit of the pulse width approaching zero (AT;—0), 
gives rise to temperatures of infinite magnitude in the wave 
front because the energy concentration becomes infinite. This 
is the case associated with the delta function behavior of the 
pulse as described in equation (26). For such a case, the heat 
flux must also exhibit a delta function behavior, as can be 
seen from equation (27). 

Figure 4 was prepared in order to illustrate the difference 
between temperature solutions predicted by the hyperbolic 
and parabolic heat equations for given values of pulse width 
and time. The graph shows that diffusion theory exhibits no 
wave nature due to infinite propagation speed and as a result 
greatly underestimates the severe temperatures in the wave 
front. Although the same total energy content is present in 
both cases, the distribution of this thermal energy is markedly 
different. The peak energy concentration occurring at the 
wave front in the hyperbolic case is distributed over the entire 
region in the parabolic case. 

Figures 5(a) and 5(b) show a comparison of the hyperbolic 
and parabolic temperatures at the insulated surface (r/ = 0) as 
a function of time, £, for the shorter and longer time scales, 
respectively. The parabolic equation gives rise to an infinite 
slope at £ = 0 and a smooth variation of temperature with time 
as a result of instantaneous heat diffusion. In contrast, the 
hyperbolic equation shows that a severe initial temperature is 
sustained at the insulated boundary for a period of time equal 
to the pulse width. This phenomenon of sustained tem
perature at the insulated surface might have significant 
practical implications in such fields as semiconductor 
processing or laser annealing [20, 21] where surface melting 
could occur due to application of a laser pulse. Figure 5(a) 
shows that after a period of time equal to the pulse width, the 
thermal front leaves the surface giving rise to a substantial 
drop in the surface temperature below that predicted by the 
diffusion theory. Eventually, as illustrated in Fig. 5(b), the 
predictions from both the hyperbolic and the parabolic 
theories merge as £ approaches a value of about 6. The time 
required for the two solutions to merge is insentitive to the 
pulse width. 

The results of the present investigation clearly show that the 
finite propagation speed gives rise to a severe thermal front 
following the release of an energy pulse of finite width. Such a 
behavior cannot be predicted by the classical linear or 
nonlinear diffusion theory, because it allows for the im
mediate diffusion of heat as soon as the energy is released, 
without a relaxation or start up time. The implications of the 
wave nature of heat propagation become important at very 
low temperatures approaching absolute zero and for ex
tremely short times. For example, in exothermic catalytic 
reactions discussed in [10] in which extremely short times are 
involved, the hyperbolic heat conduction equation gives 
significantly different results from that predicted by the 
parabolic heat conduction equation. 

Another possible physical system where the hyberpolic heat 
conduction equation involving a pulse type source term may 
come into play involves laser pulses of short duration incident 
upon absorbing media. Such systems are of current interest 
[18, 19] in the general field of semiconductor processing, 
where major efforts are currently being made to develop 
circuits having submicron feature sizes and to integrate them 
into circuits with greater functional packing density and 
performance [20]. 

Recently, several questions of basic scientific interest arose 
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in connection with the experiments involving laser pulses of 
nanosecond and picosecond duration in which the energy is 

absorbed within a distance of a minute fraction of a micron 
from the surface. Among these, the question of the energy 
transfer to the lattice and the resulting temperature attained 
by the lattice during such a period of time, over such a small 
region, is of fundamental importance and still a matter of 
controversial discussion [21]. Clearly, the classical heat 
diffusion theory is no longer applicable to predict the tem
perature distribution over such a short period of time since the 
wave nature of heat propagation, as predicted by the 
hyperbolic heat equation, becomes appropriate under such 
conditions. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
lor lull papers. 

Microstructure of Flow Inside Minute Drops 
Evaporating on a Surface 

Ningli Zhang1 and Wen-Jei Yang2 

Introduction 
Interfacial flow structures in small liquid drops evaporating 

on flat plates were investigated by the methods of laser 
shadowgraphy and direct photography cited in [1]. Three 
types of drop evaporation were identified: stable, substable, 
and unstable. The domains of each were defined in a plot of 
the dielectric constant, e, versus the Marangoni number, Ma, 
which was defined as deAT(da/dT) / (Ma). Here, de denotes 
the equivalent diameter of a drop on the test plate at zero 
time; A7", temperature difference between the surface and the 
saturation temperature; a, mean surface tension at air-liquid 
interface; T, liquid temperature; ^, absolute viscosity; and a, 
thermal diffusivity of the liquid. Since e and Ma depend upon 
temperature, the stability types of a liquid may change with 
temperature. Their difference was exhibited in (/) the drop 
morphology and (ii) the drop volume-time history [1]. During 
the entire process of evaporation, the stable-type maintained a 
smooth interface which appeared as perfect concentric circles 
in the shadowgraphic image. In contrast to this, the unstable-
type drop evaporation consisted of quiet, vigorous, and 
residual stages. The shadowgraphic image of the drop surface 
exhibited a form of irregular radiant stripes within a 
sawtoothlike circle. The substable-type drop had its 
shadowgraphic image distorted from a circular shape and 
spiked. The volume-time history of both the stable-and 
substable-type drop evaporation fell close to a single, 
monotonic curve. However, in the unstable evaporation case, 
each liquid was represented by a specific curve with three 
stages of distinct evaporation mechanisms. 

This paper reveals the microstructure of flow inside liquid 
drops evaporating on a flat plate by means of aluminum 
suspension method. The Benard cells, well known in the case 
of an enclosed liquid layer heated from below, are observed 
for the first time in evaporating liquid drops. The main 
features that characterize three types of drop evaporation are 
summarized. 

Experimental Apparatus 
The apparatus for direct photography, shown in Fig. 1, was 
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Mechanics, University of Michigan, on leave from the Department of Thermal 
Engineering, Tsinghua University, Beijing, China 
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employed to observe the flow structure visualized by 
suspending fine aluminum powder in an evaporating drop. It 
consisted of a white light source, a glass plate coated with 
developed emulsion on one side, and a 16-mm, Bolex H16, 
EBM movie camera having a Nikon Nikkor, 300-mm, 1:4.5 
lens. A Kalt, 72-mm, Close-Up Dioptor lens was mounted on 
top of the Nikon lens. The developed emulsion had a specific 
density such that the photographic density was approximately 
1.7. Some drops were unheated, while others were slightly 
heated to enhance the strength of natural convection using a 
thermofoil heater that was placed on the exposed side of the 
developed emulsion. When the light source and the camera 
were situated at proper positions, the process of drop 
evaporation could be recorded clearly in photos with sharp 
contrast. Fine aluminum particles were carefully sprinkled 
over a liquid drop, which was placed on the glass plate by 
means of a 50 fil Monoject micro syringe. The addition of 
solid particles did not affect the total evaporation time of the 
drop. 

Results and Discussion 
In testing some liquid drops, the heater was turned on to 

raise the temperature of the glass plate by 2 to 3 °C. (in the 
absence of a drop). Thus, natural convection within the drop 
could be properly enhanced for a better visualization of 
cellular motion. However, a higher plate temperature would 
produce natural convection currents and destroy the cellular 
structure. 

All three types of liquid drops were tested including (i) 
unstable type such as acetone, ethyl alcohol, and methanol, 
(/'/) substable type like ethyl acetate, benzene, chloroform and 

Movie Camera 

Liquid Drop 

Glass Plate 

Emulsion Film 

Thermofoi l Heater 

Fig. 1 A schematic of direct photography 
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Fig. 2 Flow pattern in an evaporating chlorolorm drop at (a) early
stage, (b) intermediate stage, and (c) final stage

methylene chloride, and (iii) stable type such as cyclohexane,
carbon tetrachloride and ethyl ether.

The most interesting was the appearance of the Benard cells
in both the stable- and substable- type drops, similar to the
cellular motion in an enclosed fluid layer heated from below.
The higher the Marangoni number of the evaporating drop,
the better the clearness of cellular motion in the drop.

Figures 2 and 3 show the flow patterns in a chloroform
drop and a methylene chloride drop, respectively.
Chloroform exhibited largest Benard cells. The cellular shape
in both chloroform and methylene chloride drops was
somewhat hexagonal, while the Benard cells in other liquids
of stable- and substable-type evaporation were either smaller
or nonhexagonal. In each figure, photos (0), (b), and (c)
correspond to three instants of a drop lifetime. The arrow sign
indicates the location of the liquid-solid interface (edge of
drop on the plate). The white stripes on the right are the traces
of aluminum particles left behind after the drop edge receded
leftward with evaporation. Different drops exhibited different
cellular patterns. In the same drop, the cell size changed with
time, smaller in the initial stage of evaporation but growing
slightly thereafter. A scale was prepared to estimate the
dimension. In the case of a chloroform drop, for epmple, the
cells were hexagonal and looked somewhat like a honeycomb.

Journal of Heat Transfer

(C)

I:---,,~I---=-I~I~o 2 3 4 5 mm

Fig. 3 Flow pattern In an evaporating methylene chloride drop at (a)
early stage, (b) intermediate stage, and (c) final stage

III

II

IV

Fig.4 A schematic diagram olliow patterns in a drop evaporating on
an unheated horizontal plate

The side of the hexagon measured from 0.3 to 0.5 mm. It was
observed through a lOx magnifying glass that the flow in the
hexagonal cells was from the center to the sides. Evidently,
warm fluid flowed toward the drop surface at each cell center,
spreading over the surface, where it was cooled and then
returned to the interior of the drop along the cell periphery.
Figure 4 is a schematic illustration of the flow pattern that
appeared in Figs. 2 and 3. The flow field may be divided in
four regions, I through IV. Region I was the space of intense
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natural convection currents. The ring-shaped region II 
consisted of a few layers of cellular structure. Located at the 
top of the drop like a cap was the stagnation region III. A very 
weakly circulating region existed at the bottom of the drop, 
region IV. The flow there was so weak that the motion of 
aluminum particles was barely visible by the naked eye but 
failed to appear in the photos. As evaporation proceeded, 
region I continued to lose ground, while the region II of 
cellular motion moved toward the stagnant region I, as seen in 
Figs. 2(b) and 3(b). Figures 2(c) and 3(c) show the direct 
contact between regions II and III in the absence of region I 
during the late stage of evaporation. Region II eventually 
merged into region III toward the end of evaporation process. 
It is important to note that while both regions I and II are 
dominated by buoyancy force, the flow in region IV is 
overwhelmingly surface-tension driven. 

In case of the unstable-type drop evaporation, natural 
convection currents of vortex type prevailed in the major 
portion of the drop, including regions I and II. The current 
strength was so intense that aluminum particles moved in a 
random fashion. The stagnant region III still remained at the 
drop center, while the surface-tension-driven region IV 
practically disappeared. 

Lord Rayleigh [2] considered the phenomena of cellular 
convection discovered by Benard in 1901 as instability due to 
the buoyancy resulting from the expansion of a heated liquid. 
Citing the case of free upper surface, Pearson [3] neglected 
buoyancy and offered a new explanation for the instability as 
caused by a surface-tension effect. Nield [4] combined these 
rival theories. He found that the two agencies causing in
stability reinforce one another and are tightly coupled. The 
present experimental observation supports Nield's viewpoint. 

Conclusion 

A flow visualization method using particle suspension has 
disclosed the flow structure in evaporating liquids. Four flow 
regimes were defined. The Benard cells appeared in the stable-
and substable- type drops. The flow patterns induced by 
buoyancy-driven convection and those due to a surface-
tension-driven instability were identified. Supplemented by 
the findings [1], it is concluded that the distinction among the 
stable- substable- and unstable- type drop evaporation can be 
identified by three features: (/) the morphology of drop image 
on the laser shadowgraphy, a circular and smooth periphery 
(outer rings) for the stable-type drop, and irregular radiant 
stipes within a sawtooth-like circle in the case of unstable-type 
drop [1]; (if) the drop volume-time history, a monotonic curve 
for the stable-type evaporation, but a three-stage volume-time 
plot in the unstable-type case [1]; and (iii) the internal flow 
structure visualized by the surfae suspension of fine solid 
particles, a region of cellular motion (clearness increasing 
with the Marangoni number) in the stable-type drop, and 
natural convection currents in the bulk of an unstable-type 
drop. The substable-type drop evaporation possesses the 
characteristics transitional between the stable- and unstable-
types,. 
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Correlations for Convective Heat Transfer in Vertical 
Annular Gas Layers With Constant Heat Flux on the 
Inner Wall 

R. Bhushan1, M. Keyhani1, R. N. Christensen', and F. A. 
Kulacki1,2 

Introduction 
This note reports experiments which have extended the 

work of Keyhani, Kulacki, and Christensen [1], who 
measured heat transfer in a vertical annulus in air and helium 
with the inner wall at constant heat flux, the outer wall at 
constant temperature, a radius ratio, K, of 4.33, and height-
to-gap ratio, H, of 27.6. The present experiments increase the 
range of K and H and permit development of correlations for 
average Nusselt number which explicitly include these 
parameters. 

Before turning to a description of the present experiments, 
it may be noted that a correlation for the thermal boundary 
conditions and geometrical parameters treated here has not 
appeared in the literature. However, early work by Sheriff [2] 
considered the same thermal boundary conditions with 
38<tf<228 and 1.03<#<1.23. The working fluid in these 
experiments was carbon dioxide. The range of Rayleigh 
numbers was extended by pressurizing the system. His 
correlation for average Nusselt number is 

Nu = 0.25Ra0-30//-0-25 (1) 

where Nu = /;c (R0 -R,)/k, Ra = (gp/av) (R0 -/J,-)3 (T, - T0), 
T-, is the average temperature on the inner wall, T0 the 
temperature on the outer wall, R„ the outer radius, /?, the 
inner radius, /3 the isobaric coefficient of thermal expansion, 
a the thermal diffusivity, v the kinematic viscosity, k the 
thermal conductivity, and hc the convective heat transfer 
coefficient. His correlation is valid for Ra>10 5 . For a rec
tangular enclosure (K=l), the work of Landis and Yanowitz 
[3] and MacGregor and Emery [4] seems to complete the 
literature on the subject. The working fluids in the Landis and 
Yanowitz experiments were air, silicone oil, and water. While 
glycerin, castor oil, water, and ethyl alcohol were used by 
MacGregor and Emery. 

If both walls of the annulus are at constant temperature, 
more literature is available. Generally, three regimes of heat 
transfer have been identified (conduction, transition, and 
boundary layer regimes) with the structure of the flow field in 
each dependent on Ra [5, 6]. Heat transfer correlations for 
average Nusselt numbers developed by Thomas and de Vahl 
Davis were: 

Conduction Regime: 
Nu = 0.595 RaO.ioiprO.024^-0.052^.505 ( 2 ) 

Transition Regime: 
NU = 0.202 Ra 0 2 9 4 PrO.097^-0.264^.423 ( 3 ) 

Boundary Layer Regime: 
Nu = 0.286 Ra 0 2 5 8 PrO.006^-0.238^.442 ( 4 ) 

These correlations were developed for 1 < K < 10, 1 < H < 
33, 0.5 < Pr < 104 and Ra < 2 x 105, where all parameters 
are as defined for equation (1). 
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natural convection currents. The ring-shaped region II 
consisted of a few layers of cellular structure. Located at the 
top of the drop like a cap was the stagnation region III. A very 
weakly circulating region existed at the bottom of the drop, 
region IV. The flow there was so weak that the motion of 
aluminum particles was barely visible by the naked eye but 
failed to appear in the photos. As evaporation proceeded, 
region I continued to lose ground, while the region II of 
cellular motion moved toward the stagnant region I, as seen in 
Figs. 2(b) and 3(b). Figures 2(c) and 3(c) show the direct 
contact between regions II and III in the absence of region I 
during the late stage of evaporation. Region II eventually 
merged into region III toward the end of evaporation process. 
It is important to note that while both regions I and II are 
dominated by buoyancy force, the flow in region IV is 
overwhelmingly surface-tension driven. 

In case of the unstable-type drop evaporation, natural 
convection currents of vortex type prevailed in the major 
portion of the drop, including regions I and II. The current 
strength was so intense that aluminum particles moved in a 
random fashion. The stagnant region III still remained at the 
drop center, while the surface-tension-driven region IV 
practically disappeared. 

Lord Rayleigh [2] considered the phenomena of cellular 
convection discovered by Benard in 1901 as instability due to 
the buoyancy resulting from the expansion of a heated liquid. 
Citing the case of free upper surface, Pearson [3] neglected 
buoyancy and offered a new explanation for the instability as 
caused by a surface-tension effect. Nield [4] combined these 
rival theories. He found that the two agencies causing in
stability reinforce one another and are tightly coupled. The 
present experimental observation supports Nield's viewpoint. 

Conclusion 

A flow visualization method using particle suspension has 
disclosed the flow structure in evaporating liquids. Four flow 
regimes were defined. The Benard cells appeared in the stable-
and substable- type drops. The flow patterns induced by 
buoyancy-driven convection and those due to a surface-
tension-driven instability were identified. Supplemented by 
the findings [1], it is concluded that the distinction among the 
stable- substable- and unstable- type drop evaporation can be 
identified by three features: (/) the morphology of drop image 
on the laser shadowgraphy, a circular and smooth periphery 
(outer rings) for the stable-type drop, and irregular radiant 
stipes within a sawtooth-like circle in the case of unstable-type 
drop [1]; (if) the drop volume-time history, a monotonic curve 
for the stable-type evaporation, but a three-stage volume-time 
plot in the unstable-type case [1]; and (iii) the internal flow 
structure visualized by the surfae suspension of fine solid 
particles, a region of cellular motion (clearness increasing 
with the Marangoni number) in the stable-type drop, and 
natural convection currents in the bulk of an unstable-type 
drop. The substable-type drop evaporation possesses the 
characteristics transitional between the stable- and unstable-
types,. 
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Correlations for Convective Heat Transfer in Vertical 
Annular Gas Layers With Constant Heat Flux on the 
Inner Wall 

R. Bhushan1, M. Keyhani1, R. N. Christensen', and F. A. 
Kulacki1,2 

Introduction 
This note reports experiments which have extended the 

work of Keyhani, Kulacki, and Christensen [1], who 
measured heat transfer in a vertical annulus in air and helium 
with the inner wall at constant heat flux, the outer wall at 
constant temperature, a radius ratio, K, of 4.33, and height-
to-gap ratio, H, of 27.6. The present experiments increase the 
range of K and H and permit development of correlations for 
average Nusselt number which explicitly include these 
parameters. 

Before turning to a description of the present experiments, 
it may be noted that a correlation for the thermal boundary 
conditions and geometrical parameters treated here has not 
appeared in the literature. However, early work by Sheriff [2] 
considered the same thermal boundary conditions with 
38<tf<228 and 1.03<#<1.23. The working fluid in these 
experiments was carbon dioxide. The range of Rayleigh 
numbers was extended by pressurizing the system. His 
correlation for average Nusselt number is 

Nu = 0.25Ra0-30//-0-25 (1) 

where Nu = /;c (R0 -R,)/k, Ra = (gp/av) (R0 -/J,-)3 (T, - T0), 
T-, is the average temperature on the inner wall, T0 the 
temperature on the outer wall, R„ the outer radius, /?, the 
inner radius, /3 the isobaric coefficient of thermal expansion, 
a the thermal diffusivity, v the kinematic viscosity, k the 
thermal conductivity, and hc the convective heat transfer 
coefficient. His correlation is valid for Ra>10 5 . For a rec
tangular enclosure (K=l), the work of Landis and Yanowitz 
[3] and MacGregor and Emery [4] seems to complete the 
literature on the subject. The working fluids in the Landis and 
Yanowitz experiments were air, silicone oil, and water. While 
glycerin, castor oil, water, and ethyl alcohol were used by 
MacGregor and Emery. 

If both walls of the annulus are at constant temperature, 
more literature is available. Generally, three regimes of heat 
transfer have been identified (conduction, transition, and 
boundary layer regimes) with the structure of the flow field in 
each dependent on Ra [5, 6]. Heat transfer correlations for 
average Nusselt numbers developed by Thomas and de Vahl 
Davis were: 

Conduction Regime: 
Nu = 0.595 RaO.ioiprO.024^-0.052^.505 ( 2 ) 

Transition Regime: 
NU = 0.202 Ra 0 2 9 4 PrO.097^-0.264^.423 ( 3 ) 

Boundary Layer Regime: 
Nu = 0.286 Ra 0 2 5 8 PrO.006^-0.238^.442 ( 4 ) 

These correlations were developed for 1 < K < 10, 1 < H < 
33, 0.5 < Pr < 104 and Ra < 2 x 105, where all parameters 
are as defined for equation (1). 
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Fig. 1 Temperature distribution along the inner cylinder for air at 2.0 
Atm 

Experimental Apparatus and Procedure 
The apparatus employed in the present study was similar to 

that in [1]. The inner cylinder was a uniformly wound elec
trical heater while the outer cylinder was 5.23-cm i.d. x 90.2-
cm tall and was maintained at a constant temperature by a 
water jacket. The ends of the annulus were insulated. Sixteen 
equally spaced thermocouples were used to measure the 
temperatures along the inner cylinder and eight equally spaced 
thermocouples were used to measure temperatures along the 
outer cylinder. 

Heat transfer measurements were made for air and helium 
at atmospheric and elevated pressures to extend the range of 
Ra. The overall heat transfer data were corrected as in [1] by 
evacuating the system and obtaining an adjusted applied 
power so that the mean temperature on the inner cylinder 
matched that for a given run at higher power. This power 
input (the radiation correction) was used to calculate heat 
transfer coefficient for radiation, which was subtracted from 
the total heat transfer coefficient (see [1] and Bhushan [7] for 
details). 

In the calculation of Ra and Nu, fluid properties were 
evaluated at the film temperature, (T, + T0)/2. Experimental 
uncertainties in Ra and Nu were 4 to 5 percent and 10 to 11 
percent, respectively. These uncertainties represent the 
maximum uncertainty based on the absolute value of in
dividual uncertainties. End losses via conduction along the 
heated cylinder amounted to less than 10 percent of applied 
power. 

• Air, Atm Pressure 
o Air, Pressurized 
A Helium, Aim Pressure 
a Helium,Pressurized 

-Nu=l406Ra0D" 

\ H-3B38 

Nu=l469Ra°10' 

• _ i z ^ £ * j < ^ ^ — • * " 

Ra 
Fig. 2 Experimental Nusselt numbers, versus Rayleigh numbers 

Table 1 Ranges of parameters in correlations 

H K Ra 
52.82 
38.38 
27.6° 

2.77 
8.28 
4.33 

82-3.47 x 105 

423-106 

1000-2.33 x 106 

°ref[l] 

Results 
Figure 1 presents typical distributions of temperature on the 

inner wall as a function of rod power. The accuracy of the 
temperature measurements was ± 1.5°C, which is reflected in 
the size of the data points. The temperature distribution 
exhibits an almost symmetrical distribution at low power, but 
at higher power, an asymmetrical distribution is observed. 
The temperature increases with distance from the bottom, 
indicating a thickening of a thermal boundary layer at the top 
of the annulus. Based on the data presented in [1] and the 
streamlines calculated by Thomas and de Vahl Davis [5], it 
appears that the flow field for 104 < Ra < 105 is most 
probably unicellular, and for Ra > 105 is dominated by a well 
mixed core and thermal boundary layers on each wall. 
Numerical solutions for the flow field and flow visualization 
at a large Ra would be needed, however, to verify this con
clusion. 

Overall Nusselt numbers as a function of Ra are presented 
in Fig. 2. The present results permit the identification of only 
two regimes of heat transfer, a conduction regime and a 
boundary layer regime. Table 1 contains the values of Ra, H, 
and K for each set of data as indicated in Fig. 2. 

When all of the data of the present study and Keyhani et al. 
[1] are combined, the following correlations are obtained by 
multiple regression analysis: 

Table 2 Summary of the results of multiple regression analysis for equations (5) and (6) 

Leading 
coefficient 

Estimate 3 a 

Rayleigh number 
coefficient 

Estimate 3o-

Height to gap 
ratio 

coefficient 
Estimate 3<j 

Radius ratio 
coefficient 

Estimate 3<j 

Conduction 
regime: equation (5)) 

Boundary 
layer 
regime: equation (6)) 

0.845 0.047 0.092 0.002 

0.281 0.015 0.322 0.003 

-0.087 0.013 

-0.407 0.013 

0.467 

0.555 

0.007 

0.009 
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Table 3 Comparison of present results with those of other investigators 

K Ra* Sheriff 
[2] 

Landis and 
Yanowitz [3] 

Nu 

Keyhani 
e t a l . [1] 

Present 
study, of equat ion 

(8) 

38 

20 

1.23} 

38.38 
52.82 

Conduction Regime: 

Nu = 0.845 

Boundary Layer Regime: 

Nu = 0.281 

8.28 
2.77 

Ra 0 0 9 2 / / 

Ra0i22H 

10° 
107 

10" 
106 

106 

106 

4.15 
7.05 

1.44 
3.94 

3.91 
6.85 
1.35 
4.15 
9.05 
5.17 

3.97 
6.96 
1.44 
4.43 
8.81 
5.04 

7 iC°' 

77r°-

(5) 

(6) 

In these correlations, the regression coefficients are both 
greater than 0.99, with a /-value for all parameters greater 
than 2.0. Table 2 presents a summary of the results of the 
multiple regression analysis. 

Equations (5), (6) in terms of modified Rayleigh number, 
Ra* =(g/3/av) iqc/k) (i?0 — i?,)4, where qc is the convective 
heat flux based on the surface of the inner cylinder, become: 

Conduction Regime: 
Nu = 0.857 Ra*^4 / / -0-0 8 0^0-4 2 8 

Boundary Layer Regime: 

Nu = 0.383 Ra*0-244//-0-308^-42 (8) 

for Ra* s i x 107. And, the conduction regime is delimited 
by 

Ra*<150/ / l 4 3 A i ) 0 5 (9) 

By incorporating the Nusselt number dependence on aspect 
and radius ratios as reported by Thomas and de Vahl Davis in 
their results, Keyhani et al. [1] proposed a coefficient of 0.291 
^-0.238 ^.442 f o r t h e R a « i n E q , (g). This was done based on 
the assumptions that the effect of geometric parameters is 
independent of the boundary conditions, and proper ad
justment of the leading constant, for a short range of A' and H 
values, would lead to acceptable results when the Nusselt 
number is defined in terms of Ra*. These assumptions were 
partially substantiated by the favorable agreement between 
Nusselt numbers obtained from their proposed correlation 
and the experimental results of Sheriff [2], and Landis and 
Yanowitz [3]. 

The present results, in tabulated form, are compared to 
those of Sheriff [2], and Landis and Yanowitz [3] in Table 3. 
Nusselt numbers obtained from the equation proposed by 
Keyhani et al. are given. In general, equation (8) leads to a 
better agreement with experimental values of other in
vestigators as compared to the Nusselt numbers obtained 
from [1]. This is to be expected, since the correlation from [1] 
was based on one set of aspect and radius ratios augmented 
with the H and K effects as reported by Thomas and de Vahl 
Davis. 

In order to determine the effect of constant heat flux 
boundary condition as opposed to an isothermal one, ex
perimental results of Eckert and Carlson [8] for thermal 
convection in a vertical air layer are available. Equation (6) 
for H = 15, and K= 1, at Ra= 105 results in a Nusselt number 
32 percent higher than that given by Eckert and Carlson. 

Conclusion 
The correlations obtained in the present work show that the 

average Nusselt number in tall vertical annuli, in which the 
inner wall is at constant heat flux and the outer wall is at 

constant temperature, is strongly dependent on the geometry 
of the system. In the conduction regime, Nu is a weak func
tion of Ra and H, but in the boundary layer regime is a strong 
function of both these parameters. In either flow regime, Nu 
is a strong function of radius ratio. 

Three sets of data points for H and K are used in the present 
study to obtain the exponents of aspect radius ratios in 
equations (5), (6), (7), and (8). The results are in good 
agreement with the related studies in the literature. However, 
more sets of experimental data points for H and K are needed 
in order to refine the reported exponents. A mixed boundary 
condition, as in the present study, results in Nusselt numbers 
as much as 32 percent higher than those of an isothermal one. 
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Table 3 Comparison of present results with those of other investigators 

K Ra* Sheriff 
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Landis and 
Yanowitz [3] 

Nu 
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In these correlations, the regression coefficients are both 
greater than 0.99, with a /-value for all parameters greater 
than 2.0. Table 2 presents a summary of the results of the 
multiple regression analysis. 

Equations (5), (6) in terms of modified Rayleigh number, 
Ra* =(g/3/av) iqc/k) (i?0 — i?,)4, where qc is the convective 
heat flux based on the surface of the inner cylinder, become: 

Conduction Regime: 
Nu = 0.857 Ra*^4 / / -0-0 8 0^0-4 2 8 

Boundary Layer Regime: 

Nu = 0.383 Ra*0-244//-0-308^-42 (8) 

for Ra* s i x 107. And, the conduction regime is delimited 
by 

Ra*<150/ / l 4 3 A i ) 0 5 (9) 

By incorporating the Nusselt number dependence on aspect 
and radius ratios as reported by Thomas and de Vahl Davis in 
their results, Keyhani et al. [1] proposed a coefficient of 0.291 
^-0.238 ^.442 f o r t h e R a « i n E q , (g). This was done based on 
the assumptions that the effect of geometric parameters is 
independent of the boundary conditions, and proper ad
justment of the leading constant, for a short range of A' and H 
values, would lead to acceptable results when the Nusselt 
number is defined in terms of Ra*. These assumptions were 
partially substantiated by the favorable agreement between 
Nusselt numbers obtained from their proposed correlation 
and the experimental results of Sheriff [2], and Landis and 
Yanowitz [3]. 

The present results, in tabulated form, are compared to 
those of Sheriff [2], and Landis and Yanowitz [3] in Table 3. 
Nusselt numbers obtained from the equation proposed by 
Keyhani et al. are given. In general, equation (8) leads to a 
better agreement with experimental values of other in
vestigators as compared to the Nusselt numbers obtained 
from [1]. This is to be expected, since the correlation from [1] 
was based on one set of aspect and radius ratios augmented 
with the H and K effects as reported by Thomas and de Vahl 
Davis. 

In order to determine the effect of constant heat flux 
boundary condition as opposed to an isothermal one, ex
perimental results of Eckert and Carlson [8] for thermal 
convection in a vertical air layer are available. Equation (6) 
for H = 15, and K= 1, at Ra= 105 results in a Nusselt number 
32 percent higher than that given by Eckert and Carlson. 

Conclusion 
The correlations obtained in the present work show that the 

average Nusselt number in tall vertical annuli, in which the 
inner wall is at constant heat flux and the outer wall is at 

constant temperature, is strongly dependent on the geometry 
of the system. In the conduction regime, Nu is a weak func
tion of Ra and H, but in the boundary layer regime is a strong 
function of both these parameters. In either flow regime, Nu 
is a strong function of radius ratio. 

Three sets of data points for H and K are used in the present 
study to obtain the exponents of aspect radius ratios in 
equations (5), (6), (7), and (8). The results are in good 
agreement with the related studies in the literature. However, 
more sets of experimental data points for H and K are needed 
in order to refine the reported exponents. A mixed boundary 
condition, as in the present study, results in Nusselt numbers 
as much as 32 percent higher than those of an isothermal one. 
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B 
cp 

g 
H 
h 

k 
kp 

*; 

L 
Nu,. 

Pr 

= enclosure breadth 
= constant pressure specific 

heat 
= acceleration due to gravity 
= enclosure height 
= distance from enclosure floor 

to partition 
= thermal conductivity 
= thermal conductivity of 

partition 
= nondimensional partition 

conductance, (kp/k)(L/Ax) 
/ N u t 

= enclosure width 
= Nusselt number, qL/{Th -

Tc)k 

V 

= Prandtl number, — 

Q = 

Q 
RaL 

T 
x 

Ax 
y 
a 

V-
v 
P 

heat transfer across en
closure, (Qh + Qc)/2 
average heat flux, Q/{B>H) 
Rayleigh number, g/3Z,3(r,, -
Tc)/va 
temperature 
horizontal position coor
dinate 
thickness of partial division 
vertical position coordinate 
thermal diffusivity 
coefficient of thermal ex
pansion 
dynamic viscosity 
kinematic viscosity 
density 

Subscripts 
c = cold wall 
h = hot wall 

1 Introduction 

Interest in natural convection within complex enclosures is 
growing rapidly. Such geometries are of practical importance 
in the design of passive solar heating systems, in fire research, 
and in thermal insulation. Heat transfer within enclosures 
containing partitions or baffles has been addressed in only a 
few investigations [1-11, 18]. Duxbury [1] experimentally 
studied the flow and heat transfer in rectangular air-filled 
cells fitted with vertical and horizontal partitions. Emery [5] 
carried out experiments in liquid-filled enclosures fitted with a 
partial vertical baffle at the center of the cavity. In [6] and 
[10], Nansteel and Greif experimentally studied the flow, 
temperature, and heat transfer in a water-filled cavity fitted 
with vertical partitions of various lengths and thermal con
ductances located either on the floor or on the ceiling of the 
cavity for Rayleigh numbers over the range 1010 <RaL < 10" . 
Winters [7] and Chang et al. [8] used finite element and finite 
difference methods, respectively, in studying the flow in gas-

PARTITION 

y 

* 

h 

T 

INSULATED 

K L « 

Fig. 1 Sketch of the two-dimensional, partially divided cavity 

filled enclosures fitted with vertical partitions. In [8] 
calculations were carried out for Grashof numbers as high as 
108, while the calculations of Winters [7] were restricted to 
Rayleigh numbers less than 4 x 106. Recently, Lin and Bejan 
[18] experimentally studied the fluid flow and heat transfer in 
a rectangular enclosure 04 =0.305) with a vertical partition 
extending upward from the enclosure floor over the full range 
of aperture ratios, 1 >Ap > 0 a n d R a L = 0(10")-

In this study, experiments are described in which vertical, 
low conductivity, ceiling-mounted partitions of various 
lengths partially divide a rectangular cavity (see Fig. 1) filled 
with silicone oil (620<Pr <910). Experiments are carried out 
under steady conditions over the range 1.55 x 109 < RaL < 
5.86 x 109, for undivided and partially divided enclosures of 
aspect ratio one-half. Correlations are obtained giving the 
dependence of the Nusselt number on the Rayleigh number 
and partition length. 

2 Experimental Apparatus and Procedure 
The experimental apparatus consisted of a rectangular 

plexiglass enclosure of height, H=\5.2 cm, width, L = 30.5 
cm, and breadth, .8 = 83.8 cm, as described in [6]. Polystyrene 
foam partitions extended downward from the center of the 
enclosure ceiling and traversed the full breadth of the en
closure in order to achieve, as nearly as possible, a two-
dimensional system. The use of foam partitions in con
junction with silicone oil as the test fluid resulted in non-
dimensional partition conductances of k**£().I. The non-
dimensional partition conductance, k* = (kp/k)(L/Ax)/T>luL, 
is a measure of the fraction of the total cross-cavity heat 
transfer that is due to conduction through the partition; i.e., 
k* indicates the magnitude of the thermal conductance of the 
partition relative to the conductance of the entire convection 
cell. The hot and cold vertical walls of the enclosure were 
maintained isothermal while the floor, ceiling, and endwalls 
were insulated. Energy input at the hot wall was measured 
with wattmeters ( ± 3 percent accuracy), while the energy 
removed from the cavity at the cold wall was determined by 
measuring the flow rate and temperature change of the 
cooling water that flowed through the cold wall. Uncertainty 

Table 1 Thermodynamic and transport properties of General Electric SF-
96(100) silicone oil 

T 
(°Q 

k 
(W/m- °C) (J/kg-°C) (m2/s) (kg/m3) (1/K) 

Pr 

20 
40 
60 
80 

0.133 
0.128 
0.122 
0.117 

1550 
1560 
1580 
1600 

1.11 x 10~4 

7.61 X 10"5 

5.46 x 10~5 

4.07 x 10 ~5 

973 
950 
927 
905 

1.27 x 10~3 

1.23 X 10 ~3 

1.21 x 10~3 

1.18 x 10"3 

1250 
884.6 
654.3 
503.7 
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Table 2 Silicone oil heat transfer data, A„ = h/H = 1 

Run 

1 
2 
3 
4 
5 

Rat 

4.85 x 10* 
3.49 x 109 

2.49 x 109 

1.74 x 109 

5.78 X 109 

Pr 

660 
710 
770 
830 
630 

NuL 

130 
119 
108 
98.1 

137 

Qh 

(W) 

474 
344' 
251 
180 
562 

Qc 

(W) 

389 
280 
204 
133 
458 

Qh-Qc 

Qh 

18% 
19% 
19% 
26% 
19% 

Th 

(°C) 
92.2 
79.9 
68.5 
59.3 
99.9 

(°C) 

27.3 
29.1 
28.5 
29.2 
26.8 

Th - Tc 

CO 
64.9 
50.8 
40.0 
30.1 
73.1 

10' 

10' 

10 

o -

D -

A p 

: 

H?0, 

Si-oil 

= 1 

Nu, 

- - " 

Pr = 3-4.3 

Pr = 6 3 0 - 8 3 0 

~Ra L
0 - 2 7 6 

N U L ~ R Q L
0 2 2 6 J 

. ^ • 0 ^ ° 
CP 

: 

<DQ 

IOB 10" IO!L 10" 

Ra, 
Fig. 2 Heat transfer in the undivided enclosure, water and silicone oil 
data 

10 

10 

A =1/2 

kp < O.I 

6 2 0 < Pr < 910 

10' 

Ap=h/H 

O 3/4 
A 1/2 
D 1/4 

•NuL = Q 2 8 0 A p
0 2 7 l R a L

0 2 7 6 

RMS DEV.=2.4 

10 

Ra, 

10 

Fig. 4 Heat transfer in the partially divided, silicone oil-filled cavity, 
A = 1/2,ftp's 0.1,620 < Pr<910 

IO' 

IO3 

NuL 

f(Pr) 

IO' 

io, 

- © • , - o ^ 
. C O " " 

o-Water ,3<Pr<4.3 

O-Silicone oi l ,630 < Pr<830 

IO9 
IO10 

_J i i i i i 

10" IO1-

RQL 

Fig. 3 Heat transfer data of Fig. 2 reported as NuL/f(Pr) versus RaL, 
/(Pr) defined in equation (1), dashed curve given by equation (2). 

in the reported values of the Nusselt numbers due to 
measurement uncertainty and heat loss from the enclosure is 
estimated to be less than ± 10 percent in most cases. Physical 
properties of the working fluid (General Electric Silicone Oil 
SF-96(100)) are listed in Table 1. Further details of the ex
perimental apparatus and procedure may be found in [6]. 

3 Results and Discussion 
Heat transfer results were obtained over the ranges, 1.55 x 

109<Ra;.< 5.86 x IO9, 620<Pr<910, for aperture ratios, 
Ap = h/H=l/4, 1/2, 3/4, and 1 (Ap = 1 corresponds to the 
undivided case). The heat transfer results for the five tests in 
the undivided cavity (Ap = 1) are listed in Table 2 and are also 
presented along with the water data of [6] in Fig. 2. Note that 
the high Prandtl number silicone oil results in a somewhat 
greater slope and slightly increased heat transfer when 
compared with an extrapolation of the water data of [6] on 
the NuL versus RaL plot of Fig. 2. The effect of Prandtl 
number on the heat transfer may be accounted for by 
replotting the data of Fig. 2 as in Fig. 3 with NuL//(Pr) as 
ordinate. The Prandtl number function, /(Pr), is given by 
equation (1) and is of the general form suggested by Churchill 
and Usagi [12]and used by Raithby, Hollands, and Unny [13] 
in their approximate study of the heat transfer in undivided 
cavities of aspect ratio, A > 5 

/(Pr) = 
0.446 

r / 1 . 24 \ " / 2 - | 

L1 + (FVO J 

(1) 

The form used here, equation (1), was modified [14] from that 
used in [13] in order to better correlate experimental and 
numerical heat transfer data available for undivided and 
partially divided enclosures with A —1/2, IO5 sRai < 10", 
and Pr>0.1. The dashed curve in Fig. 3 is given by the 
relation 

NuL = 1.95/(Pr)Ra£2 
(2) 
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In Fig. 4, heat transfer data are shown for the silicone oil-
filled cavity for the undivided configuration (i.e., Ap = 1) and 
for the partially divided configuration with 4̂̂  = 3/4, 1/2, 
and 1/4. Note that there is a substantial reduction in the cross-
cavity heat transfer as partition length is increased (i.e., as Ap 
is decreased). However, the dependence of NuL on Ap is 
somewhat smaller for silicone oil than for water [6]. From 
Fig. 4 

NUi~/l°-27l(620<Pr<910) (3) 

while for water [6] 

NU/.~^-473(3<Pr<4.3) (4) 

The difference in the aperture ratio dependence of the heat 
transfer between the oil data and the water data may be a 
direct consequence of the different values of the Prandtl 
number for the two working fluids. However, it seems 
unlikely that such a substantial change in the aperture ratio 
dependence could be caused by a variation in Prandtl number 
at the relatively large values of Pr studied. It is generally 
accepted, at least in the case of an undivided cavity, that 
Nusselt number becomes virtually independent of Prandtl 
number for P r ^ 5 [15-17]. Another effect which may have 
contributed to the difference in the aperture ratio dependence 
is the nondimensional partition conductance, k*. For the 
experiments with water [6], kp ~ 0.02, while for the present 
experiments with silicone oil, k* ~ 0.1. It was shown in the 
experiments of [6] that the dependence of the cross-cavity heat 
transfer on the aperture ratio increases for decreased values of 
k*. According to [6], the Nusselt number dependence on the 
aperture ratio increases from Ap-

256 for divisions with a high 
relative conductance (kp > > 1) to Ap-

m for divisions of low 
relative conductance (k*<<l), all other parameters held 
fixed. This behavior is attributed in [6] to a reduction in 
recirculation strength in the upper left-hand quadrant of the 
partially divided enclosure (as division conductance decreases) 
and therefore to reduced convection adjacent to the upper 
part of the hot wall. Hence, insulating divisions represent an 
increased resistance to the heat transfer across the enclosure 
with a greater resulting sensitivity to the aperture ratio. 

Extrapolation of the present results to other aperture ratios 
(Ap<l/4) and aspect ratios {AT±\/2) should be done with 
caution. For example, for aperture ratios approaching Ap =0 
(i.e., the completely divided enclosure) the heat transfer must 
deviate from the power laws (3) and (4) when the partition has 
a finite thermal conductance, for then NuL >0 when Ap =0. 
For the case Ap=0, when the thermal resistance of the 
partition far exceeds the thermal resistance of the two ad
joining fluid regions,3 it is expected that these regions will be 
roughly isothermal at the temperatures Th and Tc to the left 
and right of the partition, respectively. Then 
NuL ~(kp/k)(L/Ax), where Ax is the partition thickness. On 
the other hand, the data of [1] indicates that when the fluid 
regions represent the major thermal resistances, the heat 
transfer across the completely divided enclosure (Ap=0) 
corresponds roughly to the heat transfer across an undivided 
enclosure of height, H, and width, L/2, across which a 
temperature differential, {Th - Tc)/2, is maintained. Thus, 
the heat transfer is as if the partition is isothermal at the 
temperature (Th + Tc)/2. With respect to aspect ratio, there 
seems to be little information available concerning the effect 
of A on the heat transfer in partially divided enclosures. 

In this case the thermal resistance of the overall cell is practically equal to 
the resistance of the partition and therefore k'p = 1. 

4 Conclusions 
From the results presented here for 620<Pr<910 and the 

lower Prandtl number data of [6], it is concluded that for 
undivided cavities of aspect ratio one-half, relations (1) and 
(2) correlate the heat transfer data over the range, 
109<RaL<10". It was found that the aperture ratio 
dependence of the cross-cavity heat transfer is rather sensitive 
to the relative conductance of the partial division over the 
range tested: namely, 0.02 S kp* S 0.10. The aperture ratio 
dependence may also be influenced by the Prandtl number. 
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The "Heatline" Visualization of Convective Heat 
Transfer 

S. Kimura1 and A. Bejan1 

cP --

Gr = 
H --

k --
L --

Nu = 

Pr = 
Ra = 

T = 
u -
v = 
X = 

y = 
a. = 
& '-

v = 
P = 
f = 
4, = 

= specific heat at constant 
pressure 

= Grashof number, Ra/Pr 
= heat function, defined by 

equations (4) and (5) 
= fluid thermal conductivity 
= height of the square cavity 
= Nusselt number; actual heat 

transfer rate divided by the 
pure conduction estimate 

= Prandtl number, via. 
= Rayleigh number, g/3L3 

(TH-Tc)/(av) 
= temperature 
= horizontal velocity 
= vertical velocity 
= horizontal position 
= vertical position 
= thermal diffusivity 
= coefficient of thermal ex

pansion 
= kinematic viscosity 
= density of the fluid 
= vorticity 
= stream function 

Subscripts 
H = hot wall 
C = cold wall 
* = nondimensional variable 

The object of this note is to propose a new approach to 
visualizing the transfer of heat by fluid flow. This new ap
proach represents the energy-analog of the use of "stream 
function" and "streamlines" to visualize fluid flow. In a two-
dimensional Cartesian convection heat transfer con
figuration, for example, it has become common practice to 
define a stream function ^(x,y) as [1] 

ly~ v= - ~dx (1) 

such that the mass continuity equation for incompressible 
flow is satisfied identically by \p 

du dv 
dx by 

= 0 (2) 

The actual flow is locally parallel to the I/- = constant line: 
therefore, although there is no substitute for (u,v) as bearers 
of precise information regarding the local flow, the family of 
\p = constant streamlines provides a very useful birds-eye-
view of the entire flow field and its main characteristics. 

In convection, the transport of energy through the flow 
field is a combination of both thermal diffusion and enthalpy 
flow. For any such field one can define a function H(x,y) 
such that the net flow of energy (thermal diffusion plus en
thalpy flow) across each H = constant line is zero. The 
mathematical definition of the heat function, H, follows in 
the steps of equation (1) if, this time, the aim is to satisfy the 
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energy equation. For steady-state convection through a 
constant-property homogeneous fluid [2], or through a 
volume-averaged homogeneous porous medium [3], the 
energy equation is 

dT dT /d2T d2T\ 
uTx+vyy-<^ + -dy) (3) 

The heat function, H, is defined as 
dH dT 
—— = pc0uT— k — , net energy flow in the x-direction (4) 
dy dx 

dH dT 
—— = pc„ vT—k — , net energy flow in the v-direction (5) 

dx ' dy 

so that H(x,y) satisfies equation (3) identically. In definitions 
(4, 5), p, cp and k are the fluid density, specific heat, and 
thermal conductivity. If the energy equation (3) refers to 
convection through a porous medium, then k is the thermal 
conductivity of the porous matrix filled with stagnant fluid 
[3]. 

According to the heat function definition (4, 5) any H = 
constant "heatline" is locally parallel to the direction of net 
energy flow through the convection field. Again, there is no 
substitute for («, v,T) as a record of detailed local in
formation regarding the convection heat transfer 
phenomenon; however, as demonstrated shortly through an 
example, the family of H = constant heatlines illustrates at a 
glance the actual path of the flow of energy through the entire 
field. 

It is worth noting that if the fluid flow subsides (u = v = 
0), the "heatlines" become identical to the "heat flux lines" 
employed frequently in the study of conduction phenomena. 
Therefore, as a heat transfer visualization technique the use of 
heatlines is the convection counterpart or the generalization 
of a standard technique (heat flux lines) used in conduction. It 
is interesting to point out also that the contemporary use of T 
= constant lines is not a proper way to visualize heat transfer 
in the field of convection: isotherms are a proper heat transfer 
visualization tool only in the field of conduction (where, in 
fact, they have been invented), because only there they are 
locally orthogonal to the true direction of energy flow. 

Example 
The convective heat transfer visualization proposal outlined 

above is illustrated in Figs. 1 and 2 by application to the 
classical problem of natural convection in a square enclosure 
heated from the side [4]. In each figure, the convective heat 
transfer phenomenon is described by means of the traditional 
\j/ = constant and T = constant patterns, vis-a-vis the heat
lines H = constant calculated via equations (4, 5). Figure 1 
shows a low Ra flow in which the transfer of heat is 
dominated by thermal diffusion; consequently, the heatlines 
are nearly orthogonal to the isotherms, showing that the fluid 
flow does little to disturb the direct flow of energy between 
the two walls. Figure 2 illustrates a high Ra case where, by 
definition, the end-to-end transfer of energy is dominated by 
convection. The heatlines show vividly that "heat rises" and 
that the true energy corridor consists of two vertical boundary 
layers connected through an energy tube positioned along the 
upper wall. 

In both figures, the heatlines are parallel to the top and 
bottom walls which are adiabatic. Along the two isothermal 
vertical walls, the heatlines are normal to the wall because the 
near wall regions are dominated by conduction (both u and v 
vanish at the wall). 

The heat function H(x,y) of Figs. 1 and 2 was evaluated 
numerically by first constructing a Poisson-type equation 
analogous to the equation used for calculating the stream 
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Fig. 1 Coordinate system for natural convection in a square en
closure, and patterns of streamlines, isotherms, and heatlines for a 
low-Rayleigh-numbercase, Ra = 140, Pr = 7 

function. Differentiating equations (4) and (5) with respect to 
y and x, respectively, and subtracting the resulting equations 
side-by-side yields 

ra a i 
{uT)- — (vT)\ (6) 

d2H d2H 

dx2 dy2 idy 

In this equation the right-hand side is a quantity known from 
the solution to the convection problem (u,v,T): this quantity 
serves as "source" term. The {u,v,T) solution for the square 
box flow illustrated in Figs. 1 and 2 was obtained numerically 
based on the following dimensionless formulation: 

(a) Governing equations 

— ( K , r , ) + — (v,T,)=-f={ — * + -—J ) (7) 
dxt dyt VGrVd*. dyt

2 / 

5 — ( " * f * ) + r — ( w . f . ) 

Pr /a2r» , 32f, \ + p r _ ^ , 
VGr \dxt

2 dyt'' dx. 

r» = 
a 2 ^ , , a 2 ^ 
ax , 2 a.y* 

-;u„ = 
a^« 
3^. 

- ; y . = -
3x* 

(ft) Boundary conditions 

T.=l, * • 

n = o , *.• 

ax, 

3x, 

= 0 a t x , =0 

= 0 a t x , =1 

(8) 

(9) 

(10) 

dy* dy, 
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^ 

T. 

Fig. 2 Streamlines, isotherms, and heatlines for a high-Rayleigh-
number case, Ra = 1.4 x 105,Pr = 7 

(c) Dimensionless parameters 

, , (x,y) . . (u,v)L T-Tc 

i- avGr IH—J, 

Gr = Ra/Pr; Pr = e/a; Ra = 
gPL3(TH-Tc) 

(11) 

The foregoing formulation is based on recommendations by 
Chow and Tien [5] and Torrance and Rockett [6]. Equations 
(7) and (8) were solved numerically using the Allen-Southwell 
finite difference scheme, which is described in detail in [5], 
The numerical results agree very well with calculations made 
previously for natural convection in a square enclosure. For 
example, the present solution yielded Nu = 5.548 for the case 
(Gr = 2 x 104, Pr = 7), whereas Cormack et al. [7] reported 
Nu = 5.55 for(Gr = 2 X 104, Pr = 6.983). 

To calculate the heat function, equation (6) was first 
written in dimensionless form as 

d2Htt 

dxt
2 

where 

+ 
d2H, 

dyt
2 

= VGrT 
3y, 

H*(X* ,y*) = 

( « *y . ) -

H(x,y) 

d 

dx 
- ( v t T , ) ] (12) 

(13) 
k(TH-Tc) 

The boundary conditions on H„ follow from the definition of 
heat function, equations (4, 5): 

//-=r(-i^-L.o)*'-and dHt = 0 

H„ =0and 
dH, 

/ /» = Nu and 

dy* dxt 

dTt 

dxt 

at x„ =0 and 1 

a t>- .=0 

at>>»=l 

(14) 

dyt dxt 

Equation (12) was discretized by means of the centered finite 
difference scheme. The resulting algebraic equation was 
solved by successive overrelaxation. 

It is worth noting also that the heatline patterns of Figs. 1 
and 2 do not exhibit the "centrosymmetry property" of 
streamline and isotherm patterns of natural convection in 
enclosures with centrosymmetric boundary conditions. In the 
present example, the centrosymmetry of streamlines and 
isotherms means 

T(x,y) 

u(x,y) = -u(\-x,\-y) 

v(x,y) = -v(l-x,l-y) 

1 

2 
— [ro-,,i-,)-i] 

(15) 

(16) 

(17) 

The heatline pattern would also be centrosymmetric if H(x,y) 
= H(l-x,l —y)or, in terms of derivatives, if 

\ dx / x,y \ dX ' \-x,\-y ) l-A-,1-

\ by f \-x,\-y 

(18) 

(19) 
\ dy / x,y 

However, conditions (18, 19) are not satisfied by H(x,y): for 
example, applying the transformation (x,y) — (1 —x,l -y) to 
definition (4) yields 

(BH, 
\ ay / x,y \ p 

= {-pcpu(\-T) 

T-kir) 
dX / x,y 

dX/ \-x,l-y 

/3H\ 

(ftr).-,.-, (20) 
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Another way to prove that H(x,y) is not centrosymmetric, is 
to show that equation (6) is not invariant with respect to the 
transformation (x,y) —• (1 -x,l —y). 

One interesting contribution of the heatline pattern is that it 
shows graphically the magnitude of the Nusselt number: note 
that the conduction-referenced Nusselt number appears on 
Figs. 1 and 2 as the value of maximum / / , on the top heat-
line of each heat function plot. Note further that the heatline 
pattern for the high-Rayleigh-number case, Fig. 2, shows 
graphically for the first time the flow of energy downward 
through the core. 

In conclusion, the example of Figs. 1 and 2 shows the place 
and usefulness of heatline patterns in the art of illustrating 
convective heat transfer. The real value of this method, 
however, can only be assessed by application to more 
problems, other than the natural convection example 
illustrated in this note. 
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Forced Convection in Non-Newtonian Flow Past A 
Nonisothermal Needle 

J. L. S. Chen1 and J. W. Kearns, Jr.2 

An analysis of the laminar steady-state forced convection heat 
transfer from a nonisothermal thin needle in an accelerating 
incompressible non-Newtonian fluid is presented. Similarity 
temperature profile and heat transfer characteristics are 
obtained for needles with axial power-law variations in 
surface temperature and surface heat flux. Effects of the 
needle size, the non-Newtonian flow behavior, and the 
generalized Prandtl number of the thermal characteristics of 
the flow are examined in detail. 

1 Introduction 
The flow behavior of non-Newtonian fluids past a thin 

needle has been recently reported by Chen and Kubler [1]. The 

study presented here is an attempt to understand the thermal 
characteristics of such flows. Increased basic understanding 
has important implications concerning the general nature of 
heat transfer in non-Newtonian fluids. 

In recent years, considerable efforts have been usefully 
devoted to forced convection [2-4] and free convection 
[5-11], as well as combined convection heat transfer [12, 13], 
from a thin needle or a slender body of revolution. However, 
most of these investigations were only concerned with 
Newtonian fluid flow past an isothermal or uniform wall heat 
flux needle. 

In this paper, we investigate the laminar forced convection 
in a power-law, non-Newtonian fluid from a thin needle 
having a surface with (/) nonuniform temperature, and (if) 
nonuniform heat flux. It is shown that when the external flow 
is of the form U(x) = uxx'" (where x is the axial coordinate, 
«! and m are arbitrary constants) and the wall temperature or 
wall heat flux distribution has an arbitrary power-law 
variation along the needle, similarity solutions exist for the 
following two problems: (a) the power-law variations in 
external flow and the wall thermal distribution being arbitrary 
if the fluid is Newtonian, and (b) an accelerating external flow 
for m = 1/3 if the fluid is non-Newtonian. Although the 
latter is limited to only one external flow case (m = 1/3), the 
similarity solutions obtained would provide us with a 
remarkable opportunity to gain physical insight concerning 
the effects of the non-Newtonian flow behavior, the needle 
size, and the thermal nonuniformity of the surface on the 
thermal behavior of such flows. 

2 The Similarity Analysis 
The needle under consideration is assumed to be thin. Thus, 

the effect of transverse curvature is of importance, but the 
pressure gradient along the needle surface may be neglected, 
except in the region near the front stagnation [1-3] (hence, the 
solution so obtained is expected invalid in this region). 
However, in order to study a more general flow with axial 
pressure gradient and to explore the possibility of similarity 
solutions of the problem, we impose a variable mainstream 
velocity of the form U(x) = uxx'". Under the assumption of 
constant fluid properties, the governing boundary-layer 
equations of continuity, momentum, and energy for the 
steady, laminar, incompressible axisymmetrical flow are, 
respectively 
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(2) 

(3) 

where (x,r) are the axial and radial coordinates, respectively, 
and both are measured from the front stagnation point of the 
needle; (u,v), the velocity components in these directions; p is 
the fluid density; a, the fluid thermal diffusivity; T is the fluid 
temperature; and rrx, the axial component of the shear 
stresses. Using Prandtl's order-of-magnitude arguments, it 
can be readily shown that the equation of state for the power-
law, non-Newtonian fluids simplifies to 

/ du \ " 
r,=K(-) (4) 

where K and n are the respective consistency index and flow 
behavior index of the power-law fluids. The mainstream 
temperature is maintained at a constant temperature, T„. 
Thus, the boundary conditions at the outer edge of the 
boundary layer are 
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Another way to prove that H(x,y) is not centrosymmetric, is 
to show that equation (6) is not invariant with respect to the 
transformation (x,y) —• (1 -x,l —y). 

One interesting contribution of the heatline pattern is that it 
shows graphically the magnitude of the Nusselt number: note 
that the conduction-referenced Nusselt number appears on 
Figs. 1 and 2 as the value of maximum / / , on the top heat-
line of each heat function plot. Note further that the heatline 
pattern for the high-Rayleigh-number case, Fig. 2, shows 
graphically for the first time the flow of energy downward 
through the core. 

In conclusion, the example of Figs. 1 and 2 shows the place 
and usefulness of heatline patterns in the art of illustrating 
convective heat transfer. The real value of this method, 
however, can only be assessed by application to more 
problems, other than the natural convection example 
illustrated in this note. 
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An analysis of the laminar steady-state forced convection heat 
transfer from a nonisothermal thin needle in an accelerating 
incompressible non-Newtonian fluid is presented. Similarity 
temperature profile and heat transfer characteristics are 
obtained for needles with axial power-law variations in 
surface temperature and surface heat flux. Effects of the 
needle size, the non-Newtonian flow behavior, and the 
generalized Prandtl number of the thermal characteristics of 
the flow are examined in detail. 

1 Introduction 
The flow behavior of non-Newtonian fluids past a thin 

needle has been recently reported by Chen and Kubler [1]. The 

study presented here is an attempt to understand the thermal 
characteristics of such flows. Increased basic understanding 
has important implications concerning the general nature of 
heat transfer in non-Newtonian fluids. 

In recent years, considerable efforts have been usefully 
devoted to forced convection [2-4] and free convection 
[5-11], as well as combined convection heat transfer [12, 13], 
from a thin needle or a slender body of revolution. However, 
most of these investigations were only concerned with 
Newtonian fluid flow past an isothermal or uniform wall heat 
flux needle. 

In this paper, we investigate the laminar forced convection 
in a power-law, non-Newtonian fluid from a thin needle 
having a surface with (/) nonuniform temperature, and (if) 
nonuniform heat flux. It is shown that when the external flow 
is of the form U(x) = uxx'" (where x is the axial coordinate, 
«! and m are arbitrary constants) and the wall temperature or 
wall heat flux distribution has an arbitrary power-law 
variation along the needle, similarity solutions exist for the 
following two problems: (a) the power-law variations in 
external flow and the wall thermal distribution being arbitrary 
if the fluid is Newtonian, and (b) an accelerating external flow 
for m = 1/3 if the fluid is non-Newtonian. Although the 
latter is limited to only one external flow case (m = 1/3), the 
similarity solutions obtained would provide us with a 
remarkable opportunity to gain physical insight concerning 
the effects of the non-Newtonian flow behavior, the needle 
size, and the thermal nonuniformity of the surface on the 
thermal behavior of such flows. 

2 The Similarity Analysis 
The needle under consideration is assumed to be thin. Thus, 

the effect of transverse curvature is of importance, but the 
pressure gradient along the needle surface may be neglected, 
except in the region near the front stagnation [1-3] (hence, the 
solution so obtained is expected invalid in this region). 
However, in order to study a more general flow with axial 
pressure gradient and to explore the possibility of similarity 
solutions of the problem, we impose a variable mainstream 
velocity of the form U(x) = uxx'". Under the assumption of 
constant fluid properties, the governing boundary-layer 
equations of continuity, momentum, and energy for the 
steady, laminar, incompressible axisymmetrical flow are, 
respectively 
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(2) 

(3) 

where (x,r) are the axial and radial coordinates, respectively, 
and both are measured from the front stagnation point of the 
needle; (u,v), the velocity components in these directions; p is 
the fluid density; a, the fluid thermal diffusivity; T is the fluid 
temperature; and rrx, the axial component of the shear 
stresses. Using Prandtl's order-of-magnitude arguments, it 
can be readily shown that the equation of state for the power-
law, non-Newtonian fluids simplifies to 

/ du \ " 
r,=K(-) (4) 

where K and n are the respective consistency index and flow 
behavior index of the power-law fluids. The mainstream 
temperature is maintained at a constant temperature, T„. 
Thus, the boundary conditions at the outer edge of the 
boundary layer are 
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r — oo; « = 

and at the needle surface 

r = r(x): 

or 

u = v = 0; 
T= 
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Table 1 Local skin-friction coefficient for w = 

(9) 

(10) 

in which k is the thermal conductivity of the fluid, T„ = T„ 
+ T0x* and qw = q0x

p are, respectively, the variable wall 
temperature or wall heat flux along the needle, depending on 
which one is prescribed. 

To transform (1) to (7), we introduce the axisymmetric 
stream function, i/-, similarity variable, z, and dimensionless 
temperature, d 

t = Alxftz); z=A2x" (8) 
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0.5 
1.0 
1.5 

28.3061 
9.9479 
6.1786 

6.7298 
7.9583 
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3.4569 
1.6155 
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4.1822 
4.0869 
3.7212 

Table 2 Values of NuRe " + ' for variable surface temperature 

needles with m = — (values in parentheses are of 6' (a) 
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3.4194 
(-17.0970) 

5.4122 
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9.0160 
(-45.0799) 
13.6270 

(-68.1350) 

4.0109 
(-20.0545) 

6.6463 
(-33.2316) 
11.5163 
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17.8196 
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1.6445 
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(-8.6850) 
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7.2655 
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(-28.3043) 

8.8615 
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Table 3 Values of NuRe for variable surface heat flux 

needles with m = 

0.5 

1 
(values in parentheses are of 0(a) 

1.0 1.5 

p Pr a 

0.733 

10.0 
0.0 

100.0 

500.0 

0.733 

10.0 
1.0 

100.0 

500.0 

0.01 

3.6664 
(0.0546) 
5.9559 
(0.0336) 
10.1833 
(0.0196) 
15.1172 
(0.0132) 

4.1667 
(0.0480) 
6.9662 
(0.0287) 
11.8694 
(0.0169) 
18.1159 
(0.0110) 

0.1 

1.8065 
(0.3501) 
3.3044 
(0.1914) 
6.2005 
(0.1020) 
10.0549 
(0.0629) 

2.1110 
(0.2996) 
4.0080 
(0.1578) 
7.5562 
(0.0837) 
12.2855 
(0.0515) ' 

0.01 

3.5492 
(0.0564) 
5.4245 
(0.0369) 
8.6022 
(0.0233) 
12.4533 
(0.0161) 

3.9580 
(0.0505) 
6.1406 
(0.0326) 
10.0000 
(0.0200) 
14.5985 
(0.0137) 

0.1 

1.7299 
(0.3656) 
2.9679 
(0.2131) 
5.2573 
0.1203 
8.2771 
(0.0764) 

1.9882 
(0.3181) 
3.5333 
(0.1790) 
6.3595 
(0.0995) 
10.0009 
(0.0632) 

0.01 

3.4990 
(0.0572) 
5.1680 
(0.0387) 
7.9681 
(0.0251) 
11.1297 
(0.0180) 

3.8700 
(0.0517) 
5.8651 
(0.0341) 
9.1324 
(0.0219) 
13.1926 
(0.0152) 

0.1 

1.7034 
(0.3713) 
2.8515 
(0.2218) 
4.9488 
(0.1278) 
7.6485 
(0.0827) 

1.9490 
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Fig. 1 Temperature profiles for a pseudoplastic fluid (n = 0.5) past 
needles with linear wall temperature 

for an arbitrary power-law flow past a needle when the fluid is 
Newtonian, but only for an accelerating flow with m = 1/3 
when the fluid is non-Newtonian. 

The local skin-friction coefficient is obtained as 
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Fig. 2 Film heat transfer coefficients for needles with linear surface 
temperature distribution (s = 1.0) 

and Re = pU2~"x"/K is the generalized local Reynolds 
number. By setting z = a in the second equation of (8), where 
a is numerically small for a thin needle, a surface of 
revolution is represented which refers to the wall of the 
needle. Use of (8) to (10) transforms (2) to (7) to, under the 
restriction of either n = lorm = 1/3, 

2n{A)"z 2 (/•")"- ' /" '+ 4"{n+\)z 2 (/")" 

+ 4ff" -4m(f')2+m = 0 

2ze"+2d'+Pr(fe'-Bf'd) = 0 

/(a) = / ' (a) = 0; 6(a) = 1 or d' {a) = - 1 

/ (°°)= y ;0(°°) = O 

(11) 
(12) 

(13) 

where B= s or = p + ( l - m ) / 2 , Pr = A,/a is the 
generalized Prandtl number, and the primes denote dif
ferentiation with respect to z. Thus, similarity solution exists 

3 Results and Discussion 
As noted earlier, similarity solutions exist only for the cases 

of n = 1 (Newtonian fluid) and m = 1/3 with arbitrary n. 
The former has been reported by Chen and Smith [2]; thus, 
the results presented herein are for the latter. 

The local skin-friction coefficients for m = 1/3 with a = 
0.01, 0.1 and n = 0.5, 1.0, 1.5 are tabulated in Table 1. It is 
noted that the non-Newtonian flow behavior along a thin 
needle has been discussed in detail in [1], thus, our present 
attention is focused on the thermal characteristics of the flow. 

For the two cases considered, needles with either variable 
surface temperature or variable surface heat flux, the local 
heat transfer results along with their respective dimensionless 
wall temperature gradient and dimensionless wall temperature 
are tabulated in Tables 2 and 3 for m = 1/3 and various 
values of n, a, Pr, and 5 or p. These similarity results, it is 
hoped, may serve as a numerical checking guide for the 
general case of m ^ 1/3 for which only nonsimilarity 
solutions are feasible and an approximate method may be 
necessary for its solution. 

To conserve space, we present graphically the dimensionless 
temperature profiles and local heat transfer results in Figs. 1 
and 2, respectively, only for the case of variable surface 
temperature needles. At a given Pr, the effect of needle size is 
clearly seen; the more slender the needle the thinner the 
thermal boundary layer, and hence, the higher the wall heat 
flux. At a given needle size and Pr, the smaller the flow index, 
n, the higher the film heat transfer coefficient. It is also noted 
the coefficient increases with increasing Pr, as is expected. 
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Analysis of Transient Laminar Convective Heat 
Transfer Inside a Circular Duct 

S. C. Chen,1 N. K. Anand,2 and D. R. Tree3 

Introduction 

In the literature, the transient heat transfer for laminar flow 
inside a flat or a circular duct following a step change in the 
wall temperature or wall heat flux has been presented 
analytically by the method of characteristics [1-4]. Lin [5] 
obtained a direct numerical solution to the transient laminar 
heat transfer in a tube subjected to a step change in ambient 
temperature. In this note, a direct numerical solution to the 
transient laminar heat transfer inside a circular duct subjected 
to a step change in either the wall temperature or heat flux will 
be discussed. 

Formulation of the Problem and Solution Technique 

A hydrodynamically developed laminar flow is considered. 
The velocity profile, u, is represented by 

w = 2 £ / ( l - r 7 i ? 2 ) (1) 

where 0 is the mean fluid velocity, r is the radial coordinate, 
and R is the radius. In this analysis, flow is incompressible 
and physical properties of the fluid are constant. Viscous 
dissipation and conduction heat transfer along the direction 
of fluid flow are neglected. Initially, the fluid and the wall are 
assumed to be at same temperature, and at time = 0, the wall 
is subjected to a step change in temperature or heat flux. With 
these simplifying assumptions, the governing energy equation 
and the initial and boundary conditions in dimensionless form 
are 

1 dd 92 f l 

Case B: Case A: Step change in the 
wall temperature 

Initial condition, 

6(x,r,,0) = 0 

Boundary conditions, 

6(0,r,,F)=0 

0(*,1,F) = 1 

dd . 

+ dr,2 (2) 

Step change in the 
wall heat flux 

Initial condition, 

0(*,ij,O) = O 

Boundary conditions, 

0(0,7,,/?) = 0 

= 1 
dd 

din 
li| = 0 = 0 (3) 

i , = i 

hj = 0 = 0 (4) 
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The energy equation (2) is parabolic in time and in the axial 
direction, and elliptic in the radial direction. The storage and 
advection terms were represented by forward and upwind 
difference respectively. The central difference form was used 
to represent the radial diffusion term. For the reasons of 
stability, a fully implicit formulation in time was adopted. 
From the known temperature field at nth time, the tem
perature field at (n + l)th time was computed by marching in 
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Analysis of Transient Laminar Convective Heat 
Transfer Inside a Circular Duct 

S. C. Chen,1 N. K. Anand,2 and D. R. Tree3 

Introduction 

In the literature, the transient heat transfer for laminar flow 
inside a flat or a circular duct following a step change in the 
wall temperature or wall heat flux has been presented 
analytically by the method of characteristics [1-4]. Lin [5] 
obtained a direct numerical solution to the transient laminar 
heat transfer in a tube subjected to a step change in ambient 
temperature. In this note, a direct numerical solution to the 
transient laminar heat transfer inside a circular duct subjected 
to a step change in either the wall temperature or heat flux will 
be discussed. 

Formulation of the Problem and Solution Technique 

A hydrodynamically developed laminar flow is considered. 
The velocity profile, u, is represented by 

w = 2 £ / ( l - r 7 i ? 2 ) (1) 

where 0 is the mean fluid velocity, r is the radial coordinate, 
and R is the radius. In this analysis, flow is incompressible 
and physical properties of the fluid are constant. Viscous 
dissipation and conduction heat transfer along the direction 
of fluid flow are neglected. Initially, the fluid and the wall are 
assumed to be at same temperature, and at time = 0, the wall 
is subjected to a step change in temperature or heat flux. With 
these simplifying assumptions, the governing energy equation 
and the initial and boundary conditions in dimensionless form 
are 

1 dd 92 f l 

Case B: Case A: Step change in the 
wall temperature 

Initial condition, 

6(x,r,,0) = 0 

Boundary conditions, 

6(0,r,,F)=0 

0(*,1,F) = 1 

dd . 

+ dr,2 (2) 

Step change in the 
wall heat flux 

Initial condition, 

0(*,ij,O) = O 

Boundary conditions, 
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= 1 
dd 

din 
li| = 0 = 0 (3) 

i , = i 

hj = 0 = 0 (4) 

Graduate Research Assistant, Purdue University, Student Mem. ASME. 
Graduate Research Assistant, Purdue University. 
Professor and Assistant Head, Ray W. Herrick Laboratories, School of 

Mechanical Engineering, Purdue University, West Lafayette, Ind. 47907 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division March.29, 
1983. 

The dimensionless variables are defined below 

T— T, T— Tj 
for case A, = „ .' for case B Tw - T, qR/k 

F=tv/R2Pr; -q = r/R; x={ Z/R) / (RePr) 

The Reynolds number Re = 2UR/v, the Prandtl number is Pr 
= u/a, T is temperature, T-, the constant entering fluid 
temperature, T„ the wall temperature, q the heat flux at the 
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stability, a fully implicit formulation in time was adopted. 
From the known temperature field at nth time, the tem
perature field at (n + l)th time was computed by marching in 

p r e s e n t a n a l y s i 

• S i e g e l [3] 

c o n d u c t i o n s o l u 

.000 .200 . tO0 600 1.000 

Fig. 1 Comparison of initial transient results in a circular tube with 
conduction transient 

• p r e s e n t a n a l y s i s 
• S i e g e l 17] 

0.000 .200 .TOO ,800 1.000 

Fig. 2 Transient distribution in the wall temperature following a step 
change in the wall heat flux 

922/Vol. 105, NOVEMBER 1983 Transactions of the ASME Copyright © 1983 by ASME
  Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the axial direction. Because of the implicit formulation in time 
a set of simultaneous equations must be solved at each axial 
location. Each set of simultaneous equations was solved using 
the tridiagonal matrix algorithm. 

Only the finite difference representation of the boundary 
condition (dd/dy \ , = 1 = 1 ) for case B needs some discussion. 
As i) — 1, the energy equation (2) takes the form 

dd__dd_t d26 , 

dF ~ a ^ ' ' = 1 + dn
2 " = 1 ( 5 ) 

The temperature at the node adjacent to the wall (0/,w-i) is 
expressed by means of the Taylors series expansion at the 
nodal temperature at the wall (0/yW), where the subscript / 
means /th node along the x-axis, and the subscript W means 
Wth node along the rj-axis. The first three terms of the 
Taylors series give 

mIW . i d2er 
7i,w- A " + 2 

?[,w ATJ2 (6) 

Combining dd/drj \ „= 

in 

3rj ' ' 2 dr/2 

= 1 with equations (5) and (6) results 

M,, 
dF 

2 
: 1 + lOiWi.w- -0,w + Aij\ (7) 

As stated earlier the method adopted is fully implicit in time, 
hence, equation (7) is represented in difference form as 
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Fig. 3 Transient variation in the wall temperature following a step 
change in the wall heat flux 

Ar,2 
on+l + (1F + 

A,' 
)oii AF n,w + 1 + 

Arj 
(8) 

This repesentation of the boundary condition bB/d-q \ tl=i = 1, 
has second-order accuracy and retains the tridiagonal nature 
of the system of simultaneous equations. 

In the radial direction, 41 uniformly spaced nodes were 
deployed. The dimensionless space step in the axial direction 
(Ax) was fixed at .005. A series of numerical experiments 
showed the solution to be very sensitive to the time step during 
the early part of the transient. To ensure accuracy and at the 
same time to reduce computation time, a time step size of .005 
was used for 0 < F < 1.0 and 0.05 for F > 1.00. 

Results and Discussion 

the The numerical algorithm has been compared with 
following two limiting cases in order to verify its validity. 

(i) Initial Transient Solution After a Step Change in the 
Wall Temperature. The exact solution for the initial transient 
is that resulting from suddenly changing the surface tem
perature of an infinitely long solid cylinder [3]. The surface 
heat flux variation for this case is [6] 

q2R 

k(Tw-T,) 
= 4 £ < (9) 

where e„ are the zeros of the Bessel function, J0. The surface 
heat flux at x = 1.005 obtained from the present numerical 
solution technique is compared with both equation (9) for a 
seven-term approximation and the initial transient solution in 
[3], as shown in Fig. 1. The agreement is generally quite good. 

(ii) Steady State. The comparison between our solution at F 
= 4.5 with the steady-state solution by Siegel [7] for constant 
wall heat flux is shown in Fig. 2. The agreement is very good. 

It is felt, therefore, that the present numerical algorithm 
not only gives sufficiently good results in the initial transient 
region, but also in the steady state. 

Figure 2 also shows the transient distribution of T„ for case 
B. The transient variation of T„ for the same case is shown in 
Fig. 3. The transient wall heat flux for case A is compared 
with approximate solutions obtained by Siegel [3] for a seven-
term approximation, as shown in Figs. 4 and 5. It is clear 
from Figs. 4 and 5 that the agreement is quite good for large* 
and F. As for very small F or very small x, the axial con
duction effects may be important. Hence, the present results 
are not applicable to regions where F and x are both small. 
Figure 4 also shows good agreement with the solution in [5] 
for the case of a step change in the ambient temperature at an 
outside Nusselt number, Nu0 = 100, where Nu0 = HR/k, H 
is the outside heat transfer coefficient. The reason is that the 
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Fig. 5 Transient variation in the wall heat flux following a step change 
in the wall temperature 

larger the "outside Nusselt number, the better a step change in 
the ambient temperature can be approximated by a step 
change at the wall temperature. 
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Nomenclature 
a,b = width and height of a rectangular 

channel, respectively 

AR = 
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De = 
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aspect ratio of a rectangular 
channel, alb 
constant pressure specific heat 
equivalent hydraulic diameter 
Grashof number 
gravitational acceleration 
average heat transfer coefficient 
thermal conductivity 
average Nusselt number 
pressure in the cross-stream 
momentum equations 
pressure in the axial momentum 
equation 
Prandtl number 
uniform wall heat flux 
Rayleigh number 
Reynolds number 
temperature 
fluid bulk temperature 
wall temperature 
velocity component in x-, y-, and 
z-directions, respectively 
dimensionless velocity com
ponents 
cross-stream Cartesian coor
dinates 
distance in the main flow direction 
dimensionless distance in the main 
flow direction 
coefficient of thermal expansion 
equivalent temperature difference 

Ay> = dimensions of a typical cell 

AzJ 
6 = dimensionless temperature dif

ference 
H = viscosity 
v = kinematic viscosity 
p = density 

Subscripts 

0 = inlet condition 

Superscripts 

~ = average value 

Introduction 
The process of combined forced and free laminar con

vection in horizontal tubes with uniform wall heat flux has 
been investigated both analytically [1-4] and experimentally 
[4-7] in recent years. When a flowing fluid is heated in a 
horizontal tube, the fluid near the wall is warmer, and 
therefore lighter, than the bulk fluid in the core. As a con
sequence, two upward currents flow along the side walls, and, 
by continuity, the heavier fluid near the center of the tube 
flows downward. This sets up two spiralling vortices which 
are symmetrical about a vertical meridional plane. The gross 
result of this combined forced and free convection flow is to 
greatly enhance the convective heat transfer coefficient over 
the pure forced convection value [4, 5]. 

As for the problem of combined forced and free laminar 
convection in rectangular channels, the only available 
analytical solutions include Cheng and Hwang [8] for 
horizontal, Ostrach [9] and Han [10] for vertical, and Ou et 
al. [11] for inclined orientations. All these studies are con
cerned only with fully developed velocity and temperature 
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Fig. 5 Transient variation in the wall heat flux following a step change 
in the wall temperature 

larger the "outside Nusselt number, the better a step change in 
the ambient temperature can be approximated by a step 
change at the wall temperature. 
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Fig. 1 Coordinate system for a horizontal rectangular channel 

profiles under the thermal boundary condition of uniform 
wall heat flux. However, the assumption of fully developed 
profiles can only be established if the channel is very long. In 
spite of its practical importance, the only available analytical 
solution for the entrance region of a horizontal rectangular 
channel with significant buoyancy effects is that of Cheng et 
al. [12], which is limited to the case of large Prandtl number 
fluids. Recently, Abou-Ellail and Morcos [13-14] presented a 
prediction procedure for combined forced and free laminar 
convection in the entrance region of an inclined rectangular 
channel which can be extended in the horizontal channel case. 

The purpose of the present investigation is to study 
numerically the buoyancy effect on laminar forced convection 
heat transfer in the entrance region of horizontal rectangular 
channels having aspect ratios 1 and 4 for different values of 
Prandtl number. The peripheral and axial wall heat fluxes are 
taken to be uniform. When the Prandtl number is large, all 
the convective terms in the momentum equations can be 
neglected which simplifies the numerical solution. In the 
present numerical procedure, however, these convective terms 
are retained, and the numerical results are therefore ap
plicable to a wide range of Prandtl number fluids. 

Governing Equations 
Consideration is given to a steady laminar flow in the 

entrance of a horizontal rectangular channel with a uniform 
wall heat flux, as shown in Fig. 1. The thermodynamical 
properties of fluid are assumed constant. The density is also 
considered constant in all of the terms in the governing 
equations, except for its variation in the buoyancy term. The 
assumption of constant properties is only made for simplicity; 
however, in the present numerical procedure the properties 
can also be varied with coordinate directions. The viscous 
dissipation and compressibility effects in the energy equation 
will be neglected. Under the foregoing assumptions, the 
governing equations with reference to Cartesian coordinates 
x, y, z are: 

Continuity equation 
D n Q 

x- (pu) + — (pv) + — (pw) = 0 
dx dy dz 

(1) 

Momentum equations 

d , d d d ( du \ 
(pu2) + — (pvu) + — (pwu) - — (jx — J dx dy dz 

d ( ^L\- d ( du \- dp 

dx 
(2) 

— (puv) + — (pv2) + — (pwv) 
dx 

d 

dx dy sr" ' ' dz"""' dxX dx ) 

dy \ dy ) 

d ( dv \ dP , a ,T T \ 
~TzVll~dz-) = -l)y-+g-p^-{T-T°) 

( dw \ 

(3) 

d d , s d , „ a / dw 
— (puw) + — (pvw) + — (pw1) - — U - r -
dx dy dz dx \ dx 

d 

Energy equation 

— (puT) + — (pvT) 
dx dy 

/ dw \ d ( dw \ dp 

\tx^y-)~Tz\^) = - ^ (4) 

dv \ 

dz dx \cp dx/ 

k dT\ 

dz 

k dT 
(5) 

dy \ cp dy / dz \ cp dz ' 

Because of symmetry, it suffices to consider only one-half 
of the rectangular channel. Consequently, the boundary 
conditions can be written as 

fiT' 
u = v = w = 0, and— =—q„/k 

3« 

u — 
dv 

~dx 

dw 

~dx 

dT 

~dx 
= 0 

at channel walls 

at plane of symmetry 
(x=a/2) 

w = w0, and T= T0 
at channel entrance 
(z = 0) 

where u, v, and w are the velocity components in the x-, y-, 
and z-directions, respectively, T is the fluid temperature, w0 

and T0 are the uniform fluid axial velocity and temperature at 
the entrance, respectively, and qw is the uniform wall heat 
flux. 

The foregoing set of governing conservation equations are 
elliptic in nature. However, neglection of the second-
derivative terms in the axial direction for the momentum and 
energy equations are implemented in the solution procedure 
described below. Moreover, two symbols, p and p, have been 
deliberately used for pressure, while p is the local pressure in 
the x-.y-plane, p is a space average pressure over a cross-
section normal to main flow direction [15]. In this way, the 
flow in the horizontal channels is basically parabolic with a 
predominant axial direction. 

Solution Procedure 
The present method of solution entails subdividing the 

rectangular channel into a number of finite volumes or cells, 
each of which encloses an imaginary grid node at which all 
scaler variables are stored, while the velocity components are 
chosen to lie on the cell boundaries where they are needed for 
mass flux calculations. 

The preceding set of governing differential equations are 
integrated to yield the finite difference equations. The 
procedure used to solve the finite difference equations is a 
combined iterative-marching integration technique as 
described by Patankar and Spalding [15], with slight 
modifications to ensure convergence in the cross-stream plane 
before marching to the downstream plane as described in 
more detail in [14, 16]. 

Since the finite difference equations are actually nonlinear, 
their solution is repeated a few times before marching 
downstream to the next cross-stream plane. The iteration in 
the cross-stream plane is terminated when the current 
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solution satisfies the difference equation to within 1 percent 
or less. The number of iterations needed to obtain a converged 
solution at each cross-stream plane depends on the forward 
axial step, Az. If Az is chosen small enough, one or two 
iterations are needed before marching downstream to the next 
A>y-plane, which proved to be more economical in terms of 
overall computation time. The criterion for choosing the 
forward step is that the axial convection (pw Ax Ay) is greater 
than the cross-stream diffusion (/x Ax Az/Sy) for fast con
vergence, i.e., 

Az<(pw Ay.by/ii) (6) 

where Ax and Ay are the dimensions of a typical cell in the x-y-
plane, and by is the distance between two neighboring grid 
nodes. 

In presenting the numerical results, the following 
dimensionless variables and parameters will be used: 

U=u/(v/De), V=v/(p/De), W = w/w0, 

6=(T-T0)/ATe, Reo=pDew0/,i, Vr = cplx/k, 

Z = z/(DeRe0Pr), Gr = g /3 ATeD\/v2, Ra = GrPr 

whereDe = 2ab/(a + b) and ATe = q„De/k. 
Following the usual definition, the average Nusselt number 

over the perimeter at any given cross section can be written as 

Nu = 
hDP qwDe 

k k(Tw-Tb) 

where h is the average heat transfer coefficient, fw is the 
average wall temperature, and Tb is the fluid bulk tem
perature. 

Results and Discussion 
The numerical calculations in this study is carried out for 

water flowing in horizontal rectangular channels having 
aspect ratio, AR = 1 and 4. The reference temperature of 
water at the entrance is taken as T0 = 40°C with a value of Pr 
= 4. The dimensions of the rectangular channels and the 
water flow rates are chosen such that Rec = 275. 

The numerical results of the buoyancy effects on the local 
Nusselt number in the entrance region of horizontal rec
tangular channels are depicted in Fig. 2 for both AR =• 1 and 
4. The variation of Nusselt number along the channel axis 
showed that the buoyancy effects are negligible up to a certain 
axial distance from the entrance dependeng on the magnitude 
of Rayleigh number. After such distance, the Nusselt number 
is seen to deviate from the constant property solution as a 
result of the developed secondary flow motion caused by the 
buoyancy forces. After reaching a minimum value, the 
Nusselt number approaches asymptotically a constant value 
corresponding to the fully developed velocity and temperature 
profiles. The effect of increasing Rayleigh number is to 
decrease the entrance length and increase Nusselt number. 
The value of Nusselt number in the developed region at Ra = 
105 is about 200 percent above the constant property 
prediction. Numerical instability was encountered at high 
values of Rayleigh number near the fully developed region. 

A comparison between the results of Fig. 2 for AR = 1 and 
4 shows that the effect of increasing the aspect ratio is to 
increase the entrance length. Moreover, the values of Nusselt 
number for AR = 4 are higher than those for AR = 1 at the 
corresponding value of Rayleigh number. In the figure, the 
numerical results check exactly with the limiting Nusselt 
number for fully developed pure forced convection Nu0 = 
3.091 and 2.93 [18] for AR = 1 and 4, respectively, con
firming the accuracy of the present numerical results. 

Secondary flow patterns in the x-y^plane at an axial 
location Z = 0.0178 are presented by way of a set of vectors 
for the case of Ra = 3 x 104 in Fig. 3 for AR = 1 and 4. This 
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Fig. 2 Nusselt number variation in the entrance region of a horizontal 
rectangular channel with AR = land 4 

y/b 0.5 AR=4 

y/b 0.5 AR = 1 

VELOCITY VECTOR 
SCALE 

Fig. 3 Secondary flow vector plot in the entrance region of a 
horizontal rectangular channel at Z = 0.0178 for Ra = 3 x 10* 

axial distance is near the location where the curve for Nusselt 
number starts to branch out from the pure forced convection 
one, as described in Fig. 2. Figure 3 shows that for large 
aspect ratio, the secondary flow moves upward with a high 
velocity near the side wall and then decreases gradually as it 
moves downward along the center line axis with the center of 
the secondary flow being close to the side wall. For low aspect 
ratio, the secondary flow moves upward along the side wall 
and downward along the center line axis with relatively high 
velocities. The center of the secondary flow is seen to be close 
to the lower wall of the channel. 

The wall temperature distributions in the entrance region of 
a horizontal rectangular channel for the case of Ra = 3 X 104 

are shown in Fig. 4 for both AR = 1 and 4. Near the entrance, 
the wall temperature distribution is nearly symmetrical about 
the axis y/b = 0.5, with hot spots at the two corners of the 
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The heat transfer results showed that Nusselt number in the 
entrance region of a horizontal rectangular channel deviates 
from the pure forced convection solution at a certain axial 
distance depending on the magnitude of Rayleigh number. 
The effect of increasing Rayleigh number is to decrease the 
entrance length and increase Nusselt number. The value of 
Nusselt number in the developed region at Ra = 105 is about 
200 percent above the constant property prediction. 

The numerical results also indicated that the effect of in
creasing the aspect ratio is to increase both the entrance length 
and Nusselt number. Moreover, higher values of Prandtl 
number yield lower values of Nusselt number for the same 
dimensionless axial distance Z in the entrance region. 
However, all the curves for different Prandtl numbers ap
proach asymtotically the same value for Nusselt number 
corresponding to the fully developed condition. 

Fig. 5 Prandtl number effect on the Nusselt number variation in the 
entrance reigon of a horizontal rectangular channel with AR = 1 for Ra 
= 3 x 104 

channel. However, at higher values of Z, the upper wall 
temperature gradually increases over the lower wall tem
perature and the highest wall temperature is located at the 
upper corner as a result of the secondary flow motion. 

The effect of Prandtl number on the Nusselt number 
variation in the entrance region of a horizontal rectangular 
channel with AR = 1 is shown in Fig. 5 for the case of Ra = 3 
x 104 and for values of Prandtl number ranging from 1 to 20. 
Figure 5 indicates that higher values of Prandtl number yield 
lower values of Nusselt number for the same dimensionless 
axial distance Z in the entrance region. However, all the 
curves for different Prandtl numbers approach asymptotically 
the same value for Nusselt number corresponding to the fully 
developed condition. 

A comparison between the present numerical results and 
those of Cheng et al. [12] is also shown in Fig. 5 for the case of 
AR = 1 and Ra = 3 x 104. According to Cheng et al., their 
numerical results in the entrance region of a horizontal 
rectangular channel are valid for Prandtl number greater than 
10. However, the comparison with the present numerical 
results shows clearly that their results in the entrance region 
are applicable for Prandtl numbers higher than 20. 

Conclusions 
In the present numerical procedure, the convective terms in 

the governing equations are retained, and the numerical 
results are, therefore, valid for a wide range Prandtl number 
fluids. 
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The Use of a Simple Heat Transfer Model for Separated 
Flows in Tubes 

J. A. Caton1 

Nomenclature 

A = surface area 
Cp = specific heat capacity 
de = eddy diameter 
d0 = orifice diameter 
D = port, pipe or tube diameter 
h = convective heat transfer 

coefficient 
k = thermal conductivity 

'wiped = distance swept by eddy 

hD 
Nu = Nusselt number, equal to 

k 
q0 = instantaneous surface heat 

transfer rate 
<7avg = average surface heat 

transfer rate 
Pr = Prandtl number, equal to — 

a 

VD 
Re = Reynolds number, equal to 

v 

t = time 
T = temperature 

AT = temperature difference 
Vj = jet velocity 
V0 = velocity through port 

a = thermal diffusivity, equal 
to 

k 

v = kinematic viscosity 
p = gas density 
T, = contact time during the 

wiping process 
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Introduction and Background 
Heat transfer correlations for turbulent flows in tubes or 

pipes are generally applicable only to those heat transfer 
processes which are governed by the turbulence generated by 
the wall shear stresses. This wall-generated turbulence may 
not always be the only source of turbulence. When other 
sources of turbulence exist, the pipe flow heat transfer 
correlations are not valid. Other sources of turbulence include 
flows with separation such as downstream of bluff-bodies or 
restrictions. For flows with separation, heat transfer 
correlations are often unavailable. The few correlations that 
are available are restricted to specific geometries and offer 
little insight into the nature of the heat transfer process. This 
note describes the use of a simple heat transfer model for 
separated flows in tubes and pipes. 

Flow separation is often characterized by regions of 
recirculation and large-scale coherent fluid structures with 
resulting local regions of relatively high heat transfer. 
Separated flows in tubes occur in many engineering ap
plications due to baffles, orifices, valves, abrupt expansions, 
and abrupt contractions. Although turbulent heat transfer in 
tubes and pipes is well understood, relatively little ex
perimental work has been reported for separated flows and no 
analytical work has been reported. 

Krall and Sparrow [1] reported one of the first detailed 
experimental investigations of heat transfer for flows with 
separation in a tube. They examined the local heat transfer 
resulting from flow downstream of an orifice. Other closely 
related experimental heat transfer studies for flows with 
separation in tubes consist of flows with turbulence promoters 
[2] and flows with symmetric and unsymmetric tube blockages 
[3, 4]. A few other associated experimental heat transfer 
investigation are available (e.g., [5-7]) but the common 
weakness is that each study is limited to a particular geometry. 

Flow separation processes often produce identifiable fluid 
structures (e.g., eddies) in the flow. These coherent, organized 
structures interact with the fluid near the wall and play an 
important, if not dominant, role in the heat transfer 
processes. To characterize heat transfer processes for flows 
with separation, the coherent fluid structures need to be 
related to the flow geometry. 

Modeling Approach 
Of the several possible modeling techniques, a relatively 

simple phenomenological model is available for the heat 
transfer processes for separated flows based on the surface 
renewal or penetration approach [8, 9]. The surface renewal 
or penetration approach models the turbulent transport 
process as a succession of quasi-steady interactions between 
the bulk fluid and the wall. Turbulent "eddies" are assumed 
to intermittently move from the main or core region to the 
close vicinity of the wall. At the wall, one-dimensional un
steady molecular transport is assumed to dominate the 
transport processes [8]. The alternative approach of 
developing a detailed, sophisticated model has several 
disadvantages. First, these models are complex and are not 
used on a routine basis by engineers in industry. Furthermore, 
these models are often geometry specific, require turbulent 
flow details as inputs, and mask an understanding of the 
dominant processes. The simpler, more direct approach, 
therefore, is often the most useful overall. 

Past investigations [8, 9] which have used the surface 
renewal model were limited to flows where the turbulence was 
generated by wall shear stresses. The use of the surface 
renewal model to applications where the turbulence is 
generated by other than wall shear stresses has not been 
reported. This note describes the use of the surface renewal 
model for two different flow processes where the turbulence 
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Introduction and Background 
Heat transfer correlations for turbulent flows in tubes or 

pipes are generally applicable only to those heat transfer 
processes which are governed by the turbulence generated by 
the wall shear stresses. This wall-generated turbulence may 
not always be the only source of turbulence. When other 
sources of turbulence exist, the pipe flow heat transfer 
correlations are not valid. Other sources of turbulence include 
flows with separation such as downstream of bluff-bodies or 
restrictions. For flows with separation, heat transfer 
correlations are often unavailable. The few correlations that 
are available are restricted to specific geometries and offer 
little insight into the nature of the heat transfer process. This 
note describes the use of a simple heat transfer model for 
separated flows in tubes and pipes. 

Flow separation is often characterized by regions of 
recirculation and large-scale coherent fluid structures with 
resulting local regions of relatively high heat transfer. 
Separated flows in tubes occur in many engineering ap
plications due to baffles, orifices, valves, abrupt expansions, 
and abrupt contractions. Although turbulent heat transfer in 
tubes and pipes is well understood, relatively little ex
perimental work has been reported for separated flows and no 
analytical work has been reported. 

Krall and Sparrow [1] reported one of the first detailed 
experimental investigations of heat transfer for flows with 
separation in a tube. They examined the local heat transfer 
resulting from flow downstream of an orifice. Other closely 
related experimental heat transfer studies for flows with 
separation in tubes consist of flows with turbulence promoters 
[2] and flows with symmetric and unsymmetric tube blockages 
[3, 4]. A few other associated experimental heat transfer 
investigation are available (e.g., [5-7]) but the common 
weakness is that each study is limited to a particular geometry. 

Flow separation processes often produce identifiable fluid 
structures (e.g., eddies) in the flow. These coherent, organized 
structures interact with the fluid near the wall and play an 
important, if not dominant, role in the heat transfer 
processes. To characterize heat transfer processes for flows 
with separation, the coherent fluid structures need to be 
related to the flow geometry. 

Modeling Approach 
Of the several possible modeling techniques, a relatively 

simple phenomenological model is available for the heat 
transfer processes for separated flows based on the surface 
renewal or penetration approach [8, 9]. The surface renewal 
or penetration approach models the turbulent transport 
process as a succession of quasi-steady interactions between 
the bulk fluid and the wall. Turbulent "eddies" are assumed 
to intermittently move from the main or core region to the 
close vicinity of the wall. At the wall, one-dimensional un
steady molecular transport is assumed to dominate the 
transport processes [8]. The alternative approach of 
developing a detailed, sophisticated model has several 
disadvantages. First, these models are complex and are not 
used on a routine basis by engineers in industry. Furthermore, 
these models are often geometry specific, require turbulent 
flow details as inputs, and mask an understanding of the 
dominant processes. The simpler, more direct approach, 
therefore, is often the most useful overall. 

Past investigations [8, 9] which have used the surface 
renewal model were limited to flows where the turbulence was 
generated by wall shear stresses. The use of the surface 
renewal model to applications where the turbulence is 
generated by other than wall shear stresses has not been 
reported. This note describes the use of the surface renewal 
model for two different flow processes where the turbulence 
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was caused by a high velocity jet and by a flow blockage, 
respectively. 

High-Velocity Jet. In this case, the heat transfer process 
in an exhaust port of an internal combustion engine was 
examined [10-12]. The flow into the exhaust port was ap
proximately a convergent, conical jet. Exhaust flow 
visualization experiments indicated that the high jet velocities 
produced a region of separation with large-scale motion in the 
exhaust port [13, 14]. This motion was suggestive of an ed
dylike fluid structure with a scale roughly half the port 
diameter. This motion, therefore, was not a result of wall-
generated turbulence and would result in increased heat 
transfer rates. Figure 1 is a schematic illustration of the 
exhaust port with the large-scale motion depicted. 

Since no empirical or analytical correlation existed in the 
literature for the heat transfer caused by the large-scale 
motion in the exhaust port, an analytical expression was 
developed which incorporated the major effects of the 
motion. This order-of-magnitude analysis was suggested for 
this application by Mikic [15] and followed the spirit of the 
surface renewal approach. Following results from the exhaust 
flow visualization experiments [13, 14], the large-scale motion 
was approximated as a series of eddies with diameters equal to 
half the port diameter, local velocities equal to the in
stantaneous jet velocities, and gas temperature equal to the 
local instantaneous temperature. These eddies were assumed 
to "wipe" the surface for a length equal to their diameter. 

During the "wiping" process, higher temperature gas from 
the bulk flow is brought into contact with the lower tem
perature gas near the surface. For the surface renewal model, 
this process is assumed to be similar to the unsteady heat 
conduction of a semi-infinite solid with a step change in 
surface temperature. This similarity is most accurate to the 
degree that an eddy possesses no internal motion [8]. In the 
wiping process, the initial temperature, Th is approximated as 
the wall temperature and the surface temperature, Tot is 
suddenly raised to the local mean bulk gas temperature. The 
solution for the surface heat transfer [16] at any time, t, is 

Qo-
kA(T0 - T,) 

(1) 
(TTttO0-5 

The average heat flux during the time that the eddy "wipes" 
the surface is 

*?avg 

A 
= — \T'q0dt = 

T, Jo 

2fc(r0 - r,) 
(war,)0-5 (2) 

The approximate time that the eddy is in contact with the wall 
is 

/, wiped D/2 
(3) 

velocity Vj 

The contact time of the eddy with the wall was estimated to be 
at most one-tenth of the average residence time of the eddy in 
the port [10]. A nondimensional expression was obtained 
from the Nusselt number definition 

Nu = 
h D (q/Ai^D 

k AT 

Combining equations (2), (3), and (4) 
2k AT 

Nu= 
f D/2\0-5 

7ra I 
^ V / 

( — ) 
\k AT/ 

Rearranging and introducing definitions 

Nu = -(4) Re/-5Pr° 

(4) 

(5) 

(6) 

Fig. 1 Schematic illustration of the large-scale motion in the engine 
exhaust port 
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Fig. 2 Computed ( ) and measured (••••) exhaust port gas tem
peratures as a function of time (or crank angle) for four engine con
ditions 

Re, 
VjD 

where 

The final relation, then, describes the exhaust port heat 
transfer resulting from the large scale motion which was 
generated by the high-velocity jet. 

To explore the usefulness of this simple model, equation (6) 
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was used to predict the port exit temperatures, Tp, for a range 
of engine conditions. These computed temperatures were 
compared to measured values as a form of model validation. 
The procedures and apparatus for the comparison and 
measurements are described elsewhere [12]. Figure 2 shows 
the computed and measured exhaust port exit gas tem
peratures as a function of crank angle for four different 
engine operating conditions. The comparison resulted in good 
agreement but the model slightly underpredicted the heat loss. 
Note that better agreement would have been obtained if the 
eddy size was approximated as one-third the port diameter; 
but this level of detail would have been somewhat arbitrary. 
Figure 2 shows that agreement was best during the initial 
periods of the exhaust process. This is the period with the 
highest jet velocities and the model would be expected to be 
most appropriate. Later periods of the exhaust process were 
better modeled with alternative expressions [12]. 

IOOO 

8 0 0 

(Nu 

Flow Blockage. A second example of this modeling 
procedure utilized the data of Krall and Sparrow [1]. Krall 
and Sparrow determined an empirical correlation for the peak 
heat transfer in a tube due to flow separation downstream of a 
simple orifice for a Prandtl number of 3 

Nu„ = 0.398Re„ (7) 
where Re0 is the Reynolds number based on the orifice hole 
diameter. By assuming that the coherent fluid structures were 
produced in the flow through the orifice, an analytical 
correlation may be derived by using the surface renewal 
approach. The maximum Nusselt number is the appropriate 
parameter to compare to this model since the eddy/wall in
teraction is anticipated to dominate the maximum heat 
transfer process. 

This development follows the previously described example 
of jet flow into an exhaust port. The major differences are in 
estimating the eddylike structure and its interaction with the 
wall. In this case, the eddy will be assumed to scale with the 
"step" 

d, = -
D-dn 

(8) 

where de is the eddy diameter, D is the tube or pipe diameter, 
and d0 is the orifice diameter. Although no experimental data 
was available for this estimation, the eddy size scaling has the 
proper limits. As the orifice diameter approaches the pipe 
diameter, the eddy size approaches zero (no eddies due to flow 
separation). As the orifice diameter approaches zero, the eddy 
size approaches one-half the pipe diameter (which is con
sistent with the previously discussed observations of a jet into 
an exhaust port [13, 14]). The eddy velocity during the wall 
interaction was assumed to be one-half the velocity through 
the orifice. Again, no experimental data was available for this 
estimation but some decrease of the eddy velocity was an
ticipated during the wall interaction. The eddy also was 
assumed to complete one revolution during its interaction 
with the wall. Using these assumptions, the approximate time 
that the eddy is in contact with the wall is 

distance ird„ (D-d0) 
ViVn 

(9) 
velocity 

Combining equation (9) with equation (2) and equation (4) 
yields 

(T)*.-"£[l£d" "°> Nu = 

where 

For Pr = 3 

R e „ = ^ 

Fig. 3 Computed ( ) and measured [1] (••••) values for the maximum 
Nusselt number as a function of Reynolds number 

Nu=1.10Re 0
V' — \—^—1 (11) 

This expression has been evaluated for the orifice-to-pipe 
diameter ratios examined by Krall and Sparrow [1]. Figure 3 
shows the results of the experiment [1] and the results of 
equation (11). The overall agreement is good, although the 
dependence on Reynolds number could be improved by in
corporating second order effects. For example, a portion of 
the flow interacts with the wall due to wall generated tur
bulence, and this means the heat transfer has a dependence on 
Reynolds number to the 0.8 power. By combining these two 
heat transfer models, the dependency on Reynolds number 
would be in better agreement with the experiment. Im
provements of this nature are not warranted at this time due 
to uncertainties concerning the flow, but such combinations 
may be as simple as adding together the proper fractions of 
each mechanism (e. g., Nu = a Re0 5 + b Re0 8). The model's 
dependence on the orifice-to-pipe diameter ratio is slight for 
the range of values examined and can neither be substantiated 
nor refuted. 

Summary and Conclusions 

The simple surface renewal or penetration model was used 
to estimate the turbulent heat transfer for flows with 
separation. For two different experiments, reasonable 
agreement was obtained. This approach is an order-of-
magnitude technique which is based on assumptions (or 
experimental information) on the velocity and scale of tur
bulent eddies. 
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A Monte Carlo-Finite Difference Method for Coupled 
Radiation-Conduction Heat Transfer in Semitrans-
parent Media 

A. Al Abed1 and J.-F. Sacadura2 

Nomenclature 
F = net radiative heat flux 
/ = intensity of radiation 

N = radiation to conduction parameter, 
4 Q-7)3 

A/3 
q = total heat flux 

qa = energy absorbed in the medium 
qs = energy emitted in the medium 
R = random number in the (0-1) range 
/ = time, s 
T = temperature, Kelvin 

Ti = temperature at surface 1 
T2 = temperature at surface 2 
X = normal distance measured from 

surface 1 
a. = scattering angle or thermal diffusivity 
/3 = extinction coefficient 

/3' = angle between the planes of incidence 
and scattering 

At = time increment, s 
Ax = element thickness, m 

e = surface emissivity 
•n = bundle angle after scattering 

TI ' = angle of emitted bundle with the 
normal 
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6 = angle of a pencil of rays with the 
normal 

9 = dimensionless temperature: 77 Tx 
K = absorption coefficient, m ~' 
X = thermal conductivity 
H = cos 6 
a = Stefan-Boltzmann constant 

T0 = optical depth = \ pdx 

T = optical thickness = 

f (3dx 

4> = dimensionless radiant energy flux, 
F(T) 

6-r,4 

ij/ = dimensionless heat flux, 

Q 

o>0 = albedo 
Q = solid angle 

Superscript 
T = time step number 

Introduction 
Simultaneous conduction-radiation heat transfer in par

ticipating media is an important problem. Applications in
clude, among many, heat transfer in fibers used as insulators 
and reentry heating problems. 

Some simplifications of the mathematical complexity of an 
analytical solution of the general problem has been in
troduced. This resulted in a number of methods that can be 
applied in some cases, but not in others. Only a few of such 
methods obtained complete solutions; among these are those 
for temperature distribution in the medium and heat flux at 
the boundary. 

The steady-state case was investigated in several papers [1, 
2, 3]. Viskanta [1] used a numerical method, while Bergquam 
and Seban [2] used a two-flux method. In [3], a differential 
approximation was employed. 

The transient state problem was treated by Lick [4] who 
used a kernel substitution. Both Hazzah and Beck [5] and 
Chang and Kang [3] have used a differential approximation. 
In [6], a numerical solution of the problem was obtained, 
while in [7] the discrete coordinates method was employed. 
The idempodent method was chosen by Weston and Hauth [8] 
for their solution and the normal mode by Lii and Ozisik for 
theirs [9). 

The Monte Carlo method has been used by Perlmutter and 
Howell [10] to solve the pure radiation problem and by 
Howell et al. [11] for the coupled radiation-convection 
problem in the steady state. 

In this paper the Monte Carlo method is coupled with the 
finite difference method to solve the energy transfer in a 
homogeneous gray solid for cases in which radiation is an 
important mode of heat transfer. Both the transient and 
steady-states solutions are obtained. 

To reduce the complexity of the problem, a one-
dimensional plane geometry is used. Thermophysical and 
radiative properties are considered constant in the medium 
and do not vary with temperature. 

The Monte Carlo method consists of following a bundle of 
energy through a probable path until final absorption in the 
system. Sufficient bundles are followed to give statistically 
meaningful results. 
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Nomenclature 
F = net radiative heat flux 
/ = intensity of radiation 

N = radiation to conduction parameter, 
4 Q-7)3 

A/3 
q = total heat flux 

qa = energy absorbed in the medium 
qs = energy emitted in the medium 
R = random number in the (0-1) range 
/ = time, s 
T = temperature, Kelvin 

Ti = temperature at surface 1 
T2 = temperature at surface 2 
X = normal distance measured from 

surface 1 
a. = scattering angle or thermal diffusivity 
/3 = extinction coefficient 

/3' = angle between the planes of incidence 
and scattering 

At = time increment, s 
Ax = element thickness, m 

e = surface emissivity 
•n = bundle angle after scattering 

TI ' = angle of emitted bundle with the 
normal 
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6 = angle of a pencil of rays with the 
normal 

9 = dimensionless temperature: 77 Tx 
K = absorption coefficient, m ~' 
X = thermal conductivity 
H = cos 6 
a = Stefan-Boltzmann constant 

T0 = optical depth = \ pdx 

T = optical thickness = 

f (3dx 

4> = dimensionless radiant energy flux, 
F(T) 

6-r,4 

ij/ = dimensionless heat flux, 

Q 

o>0 = albedo 
Q = solid angle 

Superscript 
T = time step number 

Introduction 
Simultaneous conduction-radiation heat transfer in par

ticipating media is an important problem. Applications in
clude, among many, heat transfer in fibers used as insulators 
and reentry heating problems. 

Some simplifications of the mathematical complexity of an 
analytical solution of the general problem has been in
troduced. This resulted in a number of methods that can be 
applied in some cases, but not in others. Only a few of such 
methods obtained complete solutions; among these are those 
for temperature distribution in the medium and heat flux at 
the boundary. 

The steady-state case was investigated in several papers [1, 
2, 3]. Viskanta [1] used a numerical method, while Bergquam 
and Seban [2] used a two-flux method. In [3], a differential 
approximation was employed. 

The transient state problem was treated by Lick [4] who 
used a kernel substitution. Both Hazzah and Beck [5] and 
Chang and Kang [3] have used a differential approximation. 
In [6], a numerical solution of the problem was obtained, 
while in [7] the discrete coordinates method was employed. 
The idempodent method was chosen by Weston and Hauth [8] 
for their solution and the normal mode by Lii and Ozisik for 
theirs [9). 

The Monte Carlo method has been used by Perlmutter and 
Howell [10] to solve the pure radiation problem and by 
Howell et al. [11] for the coupled radiation-convection 
problem in the steady state. 

In this paper the Monte Carlo method is coupled with the 
finite difference method to solve the energy transfer in a 
homogeneous gray solid for cases in which radiation is an 
important mode of heat transfer. Both the transient and 
steady-states solutions are obtained. 

To reduce the complexity of the problem, a one-
dimensional plane geometry is used. Thermophysical and 
radiative properties are considered constant in the medium 
and do not vary with temperature. 

The Monte Carlo method consists of following a bundle of 
energy through a probable path until final absorption in the 
system. Sufficient bundles are followed to give statistically 
meaningful results. 
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Analysis and Results 
A slab of a solid material confined between two parallel 

planes is used in this study. The bounding planes are sup
posedly isothermal and diffusely emit and reflect radiation. 
The solid material is considered capable of absorbing, 
emitting, and scattering radiation isotropically. 

Solutions are obtained for the temperature distribution and 
the heat fluxes at the boundaries. The basic equations per
taining to this problem can be written as 

DT 
pC"~Di 

where 

= - V . q 

q = - X VT + F 

where the following boundary conditions 

T=TU 

T=T2, 

for the steady state and 

r(T,0) = 0 

7(0,0 = Tx 

T(T0,t)=T2 

T=0 

T=T0 

t = 0 

I f > 0 

for the transient case. 
The radiative flux, F, in a given direction n (F= 

be expressed in terms of the intensity of radiation, I, 
F-
as 

(1) 

(2) 

(3) 

(4) 

n) can 

F= j /{rlfl)Mfi (5) 

(6) 

(7) 

The intensity, I, is the solution of the equation of transfer 

H^L +1= (1 -u0)Ib(T) + ^ f + Hr,n')d /*' 

subject to the boundary conditions 

/ (T ,A0=/ (0) r=0 

/(r,/x) = / ( T 0 ) T=T0 

7(0) and I(T0) can be expressed as functions of the boundaries 
properties (emissivity, temperature). 

The simultaneous solution of the preceding equations yields 
the exact analytical solution of the problem. It is obvious, 
however, that such a solution is hard to obtain. Moreover, 
introduction of simplifying hypotheses is not always justified. 
Then, when a high degree of accuracy is not required, the 
Monte Carlo method is very efficient for its relative sim
plicity. 

The method of solution consists of dividing the slab into a 
number of smaller elements as in the classical finite difference 
method. The elements being represented by nodes are con
sidered isothermal. By virtue of its temperature, each element 
emits a number of bundles of energy. The bundles are 
followed throughout the medium until absorption. The 
history of a bundle passes through different phases. 

It is first emitted; its direction of emission is calculated 
from equation (Al) in the appendix. Then its path length, 
calculated from (A2), is compared to its actual distance from 
the wall. If it is found bigger, a test is made to determine 
whether it is reflected or absorbed at the wall (A3). If the path 
length is smaller, a test is made to find whether it is scattered 
or absorbed by the medium (A4). If scattered, the new bundle 
direction is obtained from (A5), and if absorbed, it is tallied 
and its life ends. 

Although the state of local thermodynamic equilibrium 
applies in our case, the bundle is not reemitted after ab
sorption in the medium because the reemission was accounted 
for originally, when the number of bundles was calculated for 
each element. 

The elements that have their nodes on the boundaries have 
fixed temperature values. The size of these elements was 
reduced so that absorption in them is due to the surface only. 

qs.=4 K Ax a Tf 7 = 2,3 7 - 1 
(8) 

qs.=e;ol1 i= 1 or i = I 
where I is the number of elements, and ;' refers to the element 
number. 

Heat balance is made on each element and is expressed 
under the finite difference form in the steady state 

Ax 4K aTj=gai + [- A ( T , - ^ , ) ] - [ - ^ W+l -T,)] 

(9) 
j = 2,3, . . . , / - l 

The resulting equations are solved simultaneously for the 
temperatures. 

Since the number of emitted bundles depends on the 
temperature in each element (equation (8)), an iterative 
scheme was required. An initial approximation for the 
temperature distribution (a linear one, for instance) was 
given. A distribution of the absorption (qa.) in the medium 
resulted from applying the Monte Carlo method. This was 
used to determine a new distribution of temperature (equation 
(9)). The procedure was repeated until convergence. 

For the transient case, an implicit finite difference scheme 
was used, so as not to be limited in choosing the time step. 
Only accuracy considerations dictated the size of the time 
step. In this case, equation (9), valid for the steady state only, 
is replaced by 
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Table 1 Conductive and radiative heat fluxes: TV = 10, T0 = 
1.0, e, = e2 = 1.0, t = 0.5, a. = 1 0 " 9 ( T , 0 = 0.0 t = 0; 
6(0,0 = 1.0,9(1,0 = O.Of > 0 

Method 

Monte Carlo 

[9] 

Monte Carlo 

[9] 

- 3 0 dr\T=0 

2.293 

2.297 

2.470 

2.439 

0( » lr = 0 

0.859 

0.856 

0.664 

0.657 

O>o 

0.0 

0.5 

-<7L+X: 
TJ - TJ_ 

Ax 
- A 37+i 

+ pCpAx-
Tj-TJ 

Ax 

= 0 

+ 4KAX a T} 

(10) 

The same procedure just explained is followed for each time 
step to obtain the temperature distribution. 

It has been found that the method of superposition [5], 
which consists of dividing the problem into two smaller ones, 
one problem without heat sources but with boundary tem
perature nonzero and the other one with heat sources in the 
medium and boundary temperatures zero, does not work 
here. The reason for this is that radiative heat sources in this 
problem are due to conduction; in other words, they depend 
on the temperature gradient in the medium. When the tem
perature gradient is constant, heat sources would vanish, and 
when it is decreasing, heat sources turn out to be negative. As 
can be seen clearly in the results, the temperature gradient is 
constant in some portions of the medium and sometimes 
decreasing; this yields vanishing or negative heat sources, 
respectively, which obviously makes little sense as heat 
sources are the generators of bundles. 

In addition, we are treating a nonlinear problem where 
superposition techniques cannot be applied. Temperature 
distribution in the medium, and heat fluxes at the boundaries, 
were obtained for several values of medium properties 
(albedo) and boundary conditions (temperature, emissivity). 
Comparisons with results given by other methods show ex
cellent agreement. A sample of these results is given in Figs. 1, 
2 and Table (1). 

Convergence of the solution was ensured by increasing the 
number of energy bundles and the number of nodes, and then 
observing that no change in the solution occurred. 
Calculations were conducted on an IRIS 80 digital computer. 
Program running time was of the order of 1-2 min for each 
time step. Running time depended, of course, on the initial 
guess for the temperature distribution and on the number of 
bundles employed. 
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A P P E N D I X 

MONTE CARLO Relations 

Direction of emission from a diffuse surface: 

•n' = cos ~' %//?„< 

Direction of emission from a volume element: 

i j ' = c o s - ' ( l - 2 / ? , . ) 

Bundle path length to absorption or scattering: 

l=-l-\n(R,) 

Test for reflection or absorption at the wall: 

Re .<; e absorption 

Rt > e reflection 

Test for scattering or absorption by the medium: 

•^u $ <*>o scattering 

Ra > CJ0 absorption 

New direction after scattering: 

cos rj = cos ?/' cos a + sin 17' sin a cos /3' 

(Ala) 

(A16) 

(A2) 

(A3) 

(A4) 

(A5) 

Finite Element Solution of Radiative Heat Transfer in a 
Two-Dimensional Rectangular Enclosure With Gray 
Participating Media 

M. M. Razzaque1, D. E. Klein2, and J. R. Howell23 

Introduction 

Much work on radiative transfer in absorbing-emitting 
media, including previous finite element applications [1-3], 
has been confined due to the complexity of the problem, to 
the one-dimensional radiative case. Other methods have been 
applied to multidimensional computations with varying 
degrees of accuracy. 

The present work provides an exact solution of radiative 
heat transfer in a two-dimensional rectangular geometry with 
a gray participating medium. Ratzel [4] has used the P-N 
approximation to predict the temperature distribution in a 
medium and the heat flux distribution at all bounding sur-
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2.297 

2.470 

2.439 

0( » lr = 0 

0.859 

0.856 

0.664 

0.657 

O>o 

0.0 

0.5 

-<7L+X: 
TJ - TJ_ 

Ax 
- A 37+i 

+ pCpAx-
Tj-TJ 

Ax 

= 0 

+ 4KAX a T} 

(10) 

The same procedure just explained is followed for each time 
step to obtain the temperature distribution. 

It has been found that the method of superposition [5], 
which consists of dividing the problem into two smaller ones, 
one problem without heat sources but with boundary tem
perature nonzero and the other one with heat sources in the 
medium and boundary temperatures zero, does not work 
here. The reason for this is that radiative heat sources in this 
problem are due to conduction; in other words, they depend 
on the temperature gradient in the medium. When the tem
perature gradient is constant, heat sources would vanish, and 
when it is decreasing, heat sources turn out to be negative. As 
can be seen clearly in the results, the temperature gradient is 
constant in some portions of the medium and sometimes 
decreasing; this yields vanishing or negative heat sources, 
respectively, which obviously makes little sense as heat 
sources are the generators of bundles. 

In addition, we are treating a nonlinear problem where 
superposition techniques cannot be applied. Temperature 
distribution in the medium, and heat fluxes at the boundaries, 
were obtained for several values of medium properties 
(albedo) and boundary conditions (temperature, emissivity). 
Comparisons with results given by other methods show ex
cellent agreement. A sample of these results is given in Figs. 1, 
2 and Table (1). 

Convergence of the solution was ensured by increasing the 
number of energy bundles and the number of nodes, and then 
observing that no change in the solution occurred. 
Calculations were conducted on an IRIS 80 digital computer. 
Program running time was of the order of 1-2 min for each 
time step. Running time depended, of course, on the initial 
guess for the temperature distribution and on the number of 
bundles employed. 
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A P P E N D I X 

MONTE CARLO Relations 

Direction of emission from a diffuse surface: 

•n' = cos ~' %//?„< 

Direction of emission from a volume element: 

i j ' = c o s - ' ( l - 2 / ? , . ) 

Bundle path length to absorption or scattering: 

l=-l-\n(R,) 

Test for reflection or absorption at the wall: 

Re .<; e absorption 

Rt > e reflection 

Test for scattering or absorption by the medium: 

•^u $ <*>o scattering 

Ra > CJ0 absorption 

New direction after scattering: 

cos rj = cos ?/' cos a + sin 17' sin a cos /3' 

(Ala) 

(A16) 

(A2) 

(A3) 

(A4) 

(A5) 

Finite Element Solution of Radiative Heat Transfer in a 
Two-Dimensional Rectangular Enclosure With Gray 
Participating Media 

M. M. Razzaque1, D. E. Klein2, and J. R. Howell23 

Introduction 

Much work on radiative transfer in absorbing-emitting 
media, including previous finite element applications [1-3], 
has been confined due to the complexity of the problem, to 
the one-dimensional radiative case. Other methods have been 
applied to multidimensional computations with varying 
degrees of accuracy. 

The present work provides an exact solution of radiative 
heat transfer in a two-dimensional rectangular geometry with 
a gray participating medium. Ratzel [4] has used the P-N 
approximation to predict the temperature distribution in a 
medium and the heat flux distribution at all bounding sur-
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Fig. 1 Rectangular enclosure with the differential volume element and 
the surrounding triangular regions 

faces of a rectangular enclosure. Crosbie and Schrenker [5] 
have presented some exact solutions to the same problem. The 
FEM results in the present study are compared with those of 
[4, 5]. The finite element solution of the present problem has 
not been attempted earlier, and the results for non-black walls 
from this work are not available elsewhere. 

Analysis 
If radiation is the sole mode of heat transfer and there is 

internal heat generation within the medium, the heat balance 
in nondimensional form for a gray absorbing-emitting gas 
with constant absorption coefficient becomes (see Fig. 1): 

2™4I-l I'-*
s'(db)'fa 

Jo J -a, cosa \ cosa / 

J - * [ \ COS(p / 

Jz J - * ! COS<f> \ COS</> / 

Jo J - o , cos0 \ cosfl / 

+ P Kr<si(^-)dy 
J - 7 i \ COS7 / 

+ \Y V2 u"-^~S0(^^)dydy*+S (1) 
iy J - 7 1 C0S7 \ COS7 / 

where u is the nondimensional temperature {T/T2), iA is the 
energy flux, S0, S,, and S are heat source terms, z and y are 
optical thickness coordinates, Z and Y are the optical length 
and height of the enclosure, and z* and y* are dummy 
variables of integration. The nondimensional outgoing 
radiative heat fluxes for lower (7D), upper (u), left (/), and 
right (rt) walls are given for diffusely emitting and reflecting 
gray surfaces by 

&>,/ = « ? - ( -)hj (2) 

i = lo,rt,u,l 

The physical conditions (temperature and emissivity) of the 
lower, upper, left, and right walls of the rectangular enclosure 

FEM 
- - - P-3 APPROX [ 4 ] 

HOTTEL'S METHOD [ 7 ] 
Y = Z 

o.c 

1.0 

0.8 

O.S 

0.4 

0.2 0.1 0.6 0.8 
NONDIMENSIONAL POSITION £ 

FEM 
P-3 APPROX M 1 

0 3 HOTTEL'S METHOD [ 7 ] 
Y= Z 

0.0 0.2 0.4 0.6 0.8 1.0 

NONDIMENSIONAL POSITION 

Fig. 2 Radiative transfer in square enclosures with different optical 
thickness. Black boundaries, bottom boundary at dimensionless 
temperature u = 1.0, other boundaries at u = 0. (a) centerline emissive 
power profile, (b) dimensionless radiative flux at hot boundary. 

enter equation (1) through i/*0/0, ^0i„, i/v> a n d to,n< 
respectively. Since the heat balance equation is an integral 
equation, the medium temperature will not match with the 
wall temperature (the "slip" condition). 

The S0 and S, functions in equation (1) are defined by 

The Galerkin finite element formulation is applied to 
equation (1) by writing it in a form that is linear in «4 

"4 =Az,y,u*) (3) 

934/ Vol. 105, NOVEMBER 1983 Transactions of the ASME 

Downloaded 19 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Pure radiation results 
Nondimensional net radiative heat fluxes in a square enclosure with black walls, bo t tom 
wall at nondimensional temperature , u - 1.0, other wails at u = 0.0: Y = Z = 1.0, S = 0 

Nondimensional 
position T] 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

Bottom (hot) wall 
this work 

0.828 
0.792 
0.776 
0.765 
0.762 
0.765 
0.776 
0.792 
0.828 

[5]" 

0.827 
0.796 
0.777 
0.767 
0.764 
0.767 
0.777 
0.796 
0.827 

Side (cold) wall 
this work 

-0.518 
-0.431 
-0.366 
-0.308 
-0.259 
-0.217 
-0.181 
-0.149 
-0.119 

[5]" 

-0.518 
-0.433 
-0.366 
-0.309 
-0.260 
-0.218 
-0.181 
-0.149 
-0.119 

Top (cold) wall 
this work 

-0.190 
-0.213 
-0.230 
-0.240 
- 0.244 
-0.240 
-0.230 
-0.213 
-0.190 

[5]" 

-0.190 
-0.213 
-0.230 
-0.240 
-0.244 
-0.240 
-0.230 
-0.213 
-0.190 

Total nondimensional heat fluxes 

Bot tom wall 0.791 
Side wall (each) - 0 . 2 8 7 
T o p wall - 0 . 2 1 8 
Total 0.001 
% error 0.120 

"By linear interpolation to corresponding r\ 

The standard application of the Galerkin method to equation 
(3) results in a set of linear algebraic equations 

N 

^Kijaj=fi; 1=1,2 JV (4) 
; = i 

where 

Ktj = \ v *j4>,dV; f, = j yf{y,z,U4)<t>idV 

and dj are unknown coefficients to be found by solution of 
equation (4). The <j>'s are the "shape functions." When this is 
done, uA is given by 

N 

u* (y,z) « U4 (y,z) = £ «/*y O u ) (5) 

In the present analysis, the shape function was taken to be 
isoparametric and biquadratic in form on quadrilateral 
elements; each element had nine nodes. This choice allowed 
the temperature within each element to vary quadratically in 
both the .y-and z-directions, giving an accurate representation 
of the full temperature field in the medium with few elements. 
Details of the analysis are given in [6]. 

For all solutions given, four quadrilateral elements 
provided good results. Sixteen elements were used as a check 
on selected cases and changed the results by less than 1 per
cent, while quadrupling the computer time requirements. In 
all cases, the relative change in u4 between the final iterations 
was less than 0.001 at all nodes. Second-order Gaussian 
quadrature was used for all integrations. For the four-element 
solutions, less than 100 s of CPU time on the CDC Dual 
Cyber computer were required for convergence. This is 
somewhat more than is required for the Hottel method, and is 
comparable to that for the P-3 results. 

Results and Conclusions 

Figure 2 presents the temperature profiles and lower (hot) 
wall heat flux distributions, respectively, for a square en
closure. Comparison with Hottel's method [7] and the results 
of [5] for both temperature and heat flux profiles show ex
cellent agreement. The P-3 approximation results [4] agree 
quite well for large optical thickness, but deviate for smaller 
optical thickness, particularly for heat flux calculations. 
Notice that the deviation of the heat flux profile predicted by 
the P-3 approximation is larger near the walls. The results of 
[5] for 7 = 1 and 2 are indistinguishable from the present 
results on Fig. 2. Table 1 shows further comparison with the 

results of [5], which are given at uneven r\ intervals. Although 
the results of [5] are given to four figures, they are here 
truncated to three because of the inaccuracy of the linear 
interpolation required. More complete results, including the 
effects of wall reflectivity, enclosure aspect ratio and internal 
uniform sources, are given in [6] and [8]. 

The method used here provides accurate temperature 
distributions in the medium and wall heat flux distributions, 
even for media with very small opacities where most of the 
approximation methods break down. The only noteworthy 
drawback is that for very low values of wall emissivity, a 
substantial amount of computer time is needed. The method 
can be extended to nongray gases and isotropically scattering 
media, but anisotropic media will require a more complicated 
analysis. As discussed in [9, 10], accurate solution requires 
accurate integration. The curvilinear shape function (the 
biquadratic shape function) was found to be the best com
promise between the accuracy of results and the computer 
time requirement. 
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Cooling of a Slab With Thermal Contraction and 
Progressive Loss of Contact With a Cold Surface1 

L. W. Hunter2 and J. R. Kuttler2 

Introduction 
The cooling of a slab is considered, the surfaces of which, 

Fig. 1, initially make perfect thermal contact with two cold 
walls; but as the slab contracts, it breaks contact with one of 
the walls. Then the heat flow decreases across the regressing 
face of the slab, and the subsequent cooling of the slab is 
retarded. This problem can arise in casting applications when 
a metal shrinks away from a mold. The mathematical dif
ficulty is that the location of the receding face is unknown in 
advance. 

In the representative model, the heat transfer across the gap 
is assumed to occur by radiation and conduction through gas 
[1]. It is shown how the thickness of the slab and its tem
perature distribution may be calculated as a function of time. 
The approach applies a transformation [2] to coordinates that 
follow the motion. The transformed problem has fixed 
boundaries and may be solved in a straightforward manner. 

It appears that this problem has not been treated fully 
before despite its practical importance. The approach 
suggested by Meyer [3] neglects the motion of the solid. 
Shamsunder and Sparrow [4] treated a loss of contact 
problem that arises when a material contracts as a result of a 
phase change from liquid to solid. The receding surface was 
assumed to be adiabatic. The numerical grid did not adapt to 
the changing size of the material and so the boundary con
ditions could not be applied at fixed grid points. 

Governing Equations 
The governing equations of heat and mass conservation 

determine the local temperature, T, and velocity, v, in the 
slab, and the thickness, X, of the slab. In terms of space-fixed 
coordinates, x, (see Fig. 1) and time, t, these equations are 

k d2T 
" " - (1) 

dT dT _ 

Tt V~Sx ~ p~C ~dx1 f o r O < x < X 

dp d 
T7 + r - ( p ^ ) = 0, for<x<X 
dt dx 

T= Tw and i> = 0, at = 0 

(2) 

(3) 

(4) 

T=T0, aU = 0 (5) 

X=X0, a t / = 0 (6) 

Here p = p(T) is the density of the slab, C is its (constant) 
specific heat, and k is its (constant) thermal conductivity. In 
addition, Tw is the temperature of the cold walls, T0 is the 
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Fig. 1 The contracting slab 

initial temperature of the slab, X0 is the initial thickness of the 
slab, kg is the thermal conductivity of the gas or vapor in the 
gap, e is an emissivity, and a is the Stefan-Boltzmann con
stant. 

The conduction term in equation (4) assumes that the gas or 
vapor in the gap is stationary. This assumption is consistent 
with [1] and is thought to be reasonable considering the small 
size of the gap. While it is possible to approximate equation 
(4) by a convective boundary condition, this would conceal 
the fact that the heat flow depends on the distance across the 
gap. As written, equation (4) will make it possible to compare 
the relative importance of conduction and radiation. 

Coordinates that follow the motion are now defined by [2] 

{ = ^ 
,P(T(x',t)) 

P(T0) 
(7) 

in which x' is a dummy space-fixed coordinate. The reader 
may verify that the velocity, v, drops out of the transformed 
equations, and conservation of mass is satisfied identically. In 
addition, the boundary locations become fixed and known. 
The transformed equations are as follows 

d6 d / dd \ 
- = -^r\P*-^r), f o r 0 < £ * < l 

dt 

x* = 

d = 6w, a t £*=0 (9) 

W = ~k*8\i^x*)~P(e ei)' a t r = 1 (10) 

0=1 a t f*=0 (11) 

1 di* 
(12) 

(13) 

(14) 

(15) 

Jo o* 

in which the nondimensional variables are 

T p(T) X 
0= = - , P * = -—— , x* = P(T0) Xn 

**= ^ " . t* = 
kt 

X0' P(T0)CXl 
= Fourier number 

eXoo]} _ 1\, kg 

The density is written in terms of a constant coefficient of 
thermal expansion, a 

- i = l - a * ( l - 0 ) 

where 

a* = aTn 

(16) 

(17) 

Equations (8-12) and (16) now determine 0 = 0 ( £ V ) and 
X* =X*(t*). While it is straightforward to transform 0 back 
to space-fixed coordinates, it is chosen to keep £* here, noting 
that a thermocouple attached to the slab moves with constant 
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Progressive Loss of Contact With a Cold Surface1 
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Introduction 
The cooling of a slab is considered, the surfaces of which, 

Fig. 1, initially make perfect thermal contact with two cold 
walls; but as the slab contracts, it breaks contact with one of 
the walls. Then the heat flow decreases across the regressing 
face of the slab, and the subsequent cooling of the slab is 
retarded. This problem can arise in casting applications when 
a metal shrinks away from a mold. The mathematical dif
ficulty is that the location of the receding face is unknown in 
advance. 

In the representative model, the heat transfer across the gap 
is assumed to occur by radiation and conduction through gas 
[1]. It is shown how the thickness of the slab and its tem
perature distribution may be calculated as a function of time. 
The approach applies a transformation [2] to coordinates that 
follow the motion. The transformed problem has fixed 
boundaries and may be solved in a straightforward manner. 

It appears that this problem has not been treated fully 
before despite its practical importance. The approach 
suggested by Meyer [3] neglects the motion of the solid. 
Shamsunder and Sparrow [4] treated a loss of contact 
problem that arises when a material contracts as a result of a 
phase change from liquid to solid. The receding surface was 
assumed to be adiabatic. The numerical grid did not adapt to 
the changing size of the material and so the boundary con
ditions could not be applied at fixed grid points. 

Governing Equations 
The governing equations of heat and mass conservation 

determine the local temperature, T, and velocity, v, in the 
slab, and the thickness, X, of the slab. In terms of space-fixed 
coordinates, x, (see Fig. 1) and time, t, these equations are 

k d2T 
" " - (1) 

dT dT _ 

Tt V~Sx ~ p~C ~dx1 f o r O < x < X 

dp d 
T7 + r - ( p ^ ) = 0, for<x<X 
dt dx 

T= Tw and i> = 0, at = 0 

(2) 

(3) 

(4) 

T=T0, aU = 0 (5) 

X=X0, a t / = 0 (6) 

Here p = p(T) is the density of the slab, C is its (constant) 
specific heat, and k is its (constant) thermal conductivity. In 
addition, Tw is the temperature of the cold walls, T0 is the 
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initial temperature of the slab, X0 is the initial thickness of the 
slab, kg is the thermal conductivity of the gas or vapor in the 
gap, e is an emissivity, and a is the Stefan-Boltzmann con
stant. 

The conduction term in equation (4) assumes that the gas or 
vapor in the gap is stationary. This assumption is consistent 
with [1] and is thought to be reasonable considering the small 
size of the gap. While it is possible to approximate equation 
(4) by a convective boundary condition, this would conceal 
the fact that the heat flow depends on the distance across the 
gap. As written, equation (4) will make it possible to compare 
the relative importance of conduction and radiation. 

Coordinates that follow the motion are now defined by [2] 

{ = ^ 
,P(T(x',t)) 

P(T0) 
(7) 

in which x' is a dummy space-fixed coordinate. The reader 
may verify that the velocity, v, drops out of the transformed 
equations, and conservation of mass is satisfied identically. In 
addition, the boundary locations become fixed and known. 
The transformed equations are as follows 

d6 d / dd \ 
- = -^r\P*-^r), f o r 0 < £ * < l 

dt 

x* = 

d = 6w, a t £*=0 (9) 

W = ~k*8\i^x*)~P(e ei)' a t r = 1 (10) 

0=1 a t f*=0 (11) 

1 di* 
(12) 

(13) 

(14) 

(15) 

Jo o* 

in which the nondimensional variables are 

T p(T) X 
0= = - , P * = -—— , x* = P(T0) Xn 

**= ^ " . t* = 
kt 

X0' P(T0)CXl 
= Fourier number 

eXoo]} _ 1\, kg 

The density is written in terms of a constant coefficient of 
thermal expansion, a 

- i = l - a * ( l - 0 ) 

where 

a* = aTn 

(16) 

(17) 

Equations (8-12) and (16) now determine 0 = 0 ( £ V ) and 
X* =X*(t*). While it is straightforward to transform 0 back 
to space-fixed coordinates, it is chosen to keep £* here, noting 
that a thermocouple attached to the slab moves with constant 
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Numerical Methods 
The governing equations (8-12) lend themselves to 

straightforward numerical solution. The implicit finite dif
ference method of Crank and Nicholson [5] is used with a 
standard tridiagonal equation solver [7]. The length, X*, and 
density, p*, at the current time step are taken as the first 
estimates of X* and p* at the next time step. Iteration then 
refines these estimates. The details are as follows. 

Let h=N~x be the space step for integer, N, and let k be the 
time step. Let 

e,j = 0VhJk), ptj = P*{ihJk), X*=X*(jk) 

Initially, for_/' = 0, 9, p*, and X* are specified by 

o0,o=ew, p; ,„=(i-a(i-f lw))-1 , 
0,-.o = l. P*0 = l. ' = 1.2, K (18) 

Xl=hti'Pti 

where ' indicates the ;' = 0 and i = N terms are given half-
weight. To proceed from they'th step to the (/+ l)st time step, 
we use a Crank-Nicholson type difference equation to ap
proximate (8) 

"ij+ 1 

[(Phi + />,!;+i)(0,-+i eu+i) - 4h2 [_{PhlJ+l -rf>iJ+[Wi+lJ+l "ij-t 

~ (fi*J + 1 + Pf-lJ+ 1 )(0iJ+ 1 ~ ^i- 1J+ I ) 

+ 0>?+ij + P?jM+lJ-Bij) 

-0>tj + PT-ij)(eij-el.lJ)], 

i = l , 2 , . . . ,N-l 

with 
e0j+i=K, P * i / + 1 = ( i - a ( i - e j ) - 1 

This difference scheme is unconditionally stable [6] and 
approximates (8) with local truncation error proportional to 
h2 +k2. For i=N, the boundary condition (10) is used in the 
form 

(19) 

PNJ+I 

30 NJ+l -46N_lJ+i+i N~2J 

2h * ) 

= -kl(df^)-^e%,J+l-6t (20) 

Now equations (19) and (20) are nonlinear because p* and X* 
depend on 6 and so they are solved iteratively as follows. 
Initially, set 

0NJ+\=0NJ> X*+l=Xj, p*j+i=p*j 

and solve the tridiagonal system of equations resulting from 
(19) for 6iJ+l, / = 1 , 2 N-l. Then, (20) is solved for 
ONJ+I (except that the old value of 6NJ+[ is employed in the 
nonlinear f3(d4 — 9%) term). Then, calculate new values of p* 
and X* from 

pfJ+1 =(l-a(l-6u+,))-', 
( = 1,2, . . . ,N 

N 

0.99 
X ( t ) 

x0 

0.98 

0.97 

91 
3x - 0 at \ = X 0 

\ 

Eq (10) 

T = T w at £ = X 0 

\ 
N 

N 

0.1 0.2 0.3 0.4 0.5 
kt 

P(T0) C X 0
2 

Fig. 2 The thickness of the slab 

Eq (10) 

T - T„ al i - X„ 

0.4 0.6 0.1 
E/X0 

V+ 1 ij+i-

(21) 

(22) 

The process is repeated until two successive values of X*+, 
agree within 10 ~8. In practice, this occurred within 20 
iterations. 

Several sizes of space and time steps were tried until the 
procedure gave consistent results. The results reported are for 

Fig. 3 The temperature In the slab 

N= 100, A: = 0.001. On an IBM system 3033, 1000 time steps 
took less than 18 s of CPU time. 

Numerical Results 

The parameters of the problem are a*, 6„, k*, and /3, of 
which a* characterizes the material and 8„ characterizes the 
initial conditions while k* and |8 control conduction and 
radiation across the gap. 

The parameters are assigned the nominal values a* = 2.9 x 
10- 2 , 0,„ = 1.5 x 1 0 - ' , k*g=4.9 x 10"4 , and/3=1.7 x 101. 
These values represent a rod of iron 100 in. long at 2800°F 
(3260°R) then cooled to 32°F (492°R). The emissivity is set 
equal to 1 in /3. 

For these values, the numerical results show that the 
radiation is more important than the conduction across the 
gap. Then the heat flux across the interface is simply the term 
multiplied by /3 in equation (10). In the limit where e = 0, the 
receding face of the slab quickly becomes effectively in
sulated. 

Figure 2 shows the decreasing thickness of the slab as it 
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contracts to 97.535 percent of its original length (solid curve). 
The rate of contraction is slower when the free end is insulated 
(dotted curve) and faster when the right-hand wall recedes 
with the slab to maintain perfect thermal contact (dashed 
curve). The full boundary condition of equation (10), with 
conduction and radiation across the gap, gives results which 
lie between the two extremes. 

Figures 3-7 show temperature distributions in the slab at 
successive times. In each chart, the results with the full 
boundary condition, equation (10), are compared with the 
two other limiting boundary conditions. While the tem
peratures with the free end insulated are always higher than 
with perfect contact, the spread is so large that neither limit is 
a practical approximation to the full results. 

The results in the insulated limit (dotted curves) are close to 
results for e = 0. Thus, the spread between the dotted curves 
and the solid curves shows the effect of e. 

Numerical values are obtainable from the authors. 

Conclusion 
The temperatures in a contracting slab have been examined. 

In the case of primary interest, the slab breaks contact with a 
cold wall but heat transfer continues mainly by radiation and 
partly by conduction through gas or vapor which fills the gap. 
In a second case, the cold wall recedes with the slab to 
maintain perfect thermal contact. In the remaining case, the 
receding face is insulated. The temperature profiles in all three 

cases show the same qualitative features as the corresponding 
constant density profiles. The differences between the three 
cases can be substantial throughout most of the history of the 
cooling. The principal mathematical difficulty common to the 
three problems is the fact that the location of the receding face 
is unknown in advance. The paper shows how to overcome 
this difficulty by using mass-weighted coordinates that follow 
the motion. This permits precise calculations of the thickness 
of the slab as a function of time. 
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Crystalline Fouling Studies1 

N. Epstein.2 In his recent paper, R. B. Ritter presents the 
following three empirical equations for the fouling of aqueous 
calcium sulfate solutions undergoing sensible heating 

0.15 
d= r , h r (4) 

k,(AC/Cs)
2' 

/V = (3.8xlO-5)/fc ;(AC/Q)2 ,(ft2)(°F)/Btu (5) 

with standard deviations of ± 64 and ± 42 percent, 
respectively, and 

F r = (1.3xlO-3)6»^°-6,(ft2)(°F)/Btu (8) 

with an unstated standard deviation. (The units of each of the 
variables in equations (4), (5), and (8) are given in the 
Nomenclature.) 

If we multiply equation (4) by equation (5), the result is 

Fr = (5.7 X 10 6)6»"', (ft2) (°F)/Btu (/) 

It is clear to start with that equation (0, with a power of - 1 
on the 6, contradicts equation (8), where the power on 0 is -
0.6. However, this apparent inconsistency may arise from the 
large standard deviations associated with equations (4) and 
(5), from which (/) was derived. More troubling is the very 
large discrepancy in the magnitudes of the coefficients in 
equations (8) and (/). The values of Fr which result from these 
two equations, over the reported measured induction time 
range of 0.15-50 hrs, are shown in the following table 

Nomenclature 
AC/CS = supersaturation at surface, 

dimensionless 
Fr = fouling rate, (ft2) (°F)/Btu 
kt = mass transfer coefficient, 

lb/(ft2)(hr) 
6 = induction period, hr 

By R. B. Ritter, published in the May 1983 issue of the JOURNAL OF HEAT 
TRANSFER, Vol. 105, No. 2, pp. 374-378. 

2Department of Chemical Engineering, University of British Columbia, 
Vancouver, B. C. V6T 1W5, Canada 

0 FrX 103 Fr X 103 

hours equat ion (8) equation (0 

oTT? 4i)6 0.038 
1 1.3 0.0057 
50 0.124 0.000114 

The measured values of Fr x 103 ranged from 0 to 3, with Fr 

in (ft2) (°F)/Btu, which is consistent with the results shown by 
equation (8) but is at least two orders of magnitude greater 
than those from equation (/). Evidently the values of the 
empirical constants in equation (4) and/or (5) are in error. 

To determine the probable source of the error, Fr was first 
evaluated by equation (5) over the reported range of k, = 
16-140 lb/(ft2) (hr) and AC/CS = 0.09-1.70. The resulting 
possible range of Fr is then (3.8x 10~5)(16)(0.09)2 or 
4.92xlO^6 (ft2) (°F)/Btu at a minimum and (3.8 x lO" 5 ) 
(140)(1.70)2 = 15 .4x l0" 3 (ft2) (°F)/Btu at a maximum. 
Since the measured values of fouling rate, Fr, actually ranged 
from very small to 3 x l O " 3 (ft2)(°F)/Btu, it is likely that 
equation (5), which encompasses this range, is not in error. 
Equation (4) was then subjected to similar scrutiny, by 
evaluating 6 via this equation over the same ranges of k, and 
AC/CS. The resulting possible range of 6 is then 
0.15/(140)(1.70)2 or 3.71 x 10~4 hr at a minimum and 
0.15/(16)(0.09)2 or 1.16 hrs at a maximum. Since the 
measured values of the induction period, 6, actually ranged 
from 0.15 to 50 hrs, it seems very likely that the constant, 
0.15, in equation (4) is low by some two orders of magnitude. 

Author's Closure 

Professor Epstein is correct in pointing out an error in the 
constant of equation (4). The value of the constant, A, should 
be 55 when k, is expressed as lb/ft2 hr, or 0.075 for k, in S.I. 
units, kg/m2 s. The product of equations (4) and (5), ex
pressed as equation (/') in Epstein's discussion, then becomes 

F r = (2.1x lO-3)0-',(ft2)(°F)Btu (i) 

This equation and equation (8) give identical results at a 
midrange induction period, 6, of 3.3 hrs. The standard 
deviation of equation (8) was ± 85 percent. 

Professor Epstein's careful analysis is certainly ap
preciated. We thank him for uncovering this error. 
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